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Abstract. We study certain subgroups GA of Qn defined by non-singular n×n-matrices
A with integer coefficients. In the first non-trivial case when n = 2, we give necessary
and sufficient conditions for two such groups to be isomorphic. Namely, in the generic
case when the characteristic polynomial of A is irreducible, we attach a generalized ideal
class to A and essentially, two groups are isomorphic if and only if the corresponding
ideal classes are equivalent. The obtained results can be applied to studying associated
toroidal solenoids.

1. Introduction

In this paper we study topological structures, such as solenoids, from an algebraic point
of view. Solenoids appear in many areas of mathematics, e.g., topology, homological
algebra, dynamical systems and related C∗-algebras, to name a few. Toroidal solenoids
were introduced by M. C. McCord in 1965 in [M65]. The problem of classifying toroidal
solenoids (up to homeomorphisms) has been studied extensively based on their topological
invariants and holonomy pseudogroup actions (see e.g., [CHL13] and [BLP19]). However,
the use of number theory in the approach described below appears to be novel.

1.1. Subgroups of Qn defined by a matrix. For a non-singular n× n-matrix A with
integer coefficients, A ∈ Mn(Z), define

(1.1) GA =
{
A−kx

∣∣ x ∈ Zn, k ∈ N ∪ {0}
}
.

One can readily check that GA is a subgroup of Qn. We are interested in the following

Problem 1. Let A,B ∈ Mn(Z) be non-singular. Find necessary and sufficient conditions
on A, B for groups GA, GB to be isomorphic (notationally, GA

∼= GB).

1.2. Connection with solenoids. Problem 1 has applications to (toroidal) solenoids.
Namely, let Tn denote a torus considered as a quotient of Rn by its subgroup Zn. A matrix
A ∈ Mn(Z) induces a map A : Tn −→ Tn, A ([x]) = [Ax], [x] ∈ Tn, x ∈ Rn. Consider the
inverse system (Mj, fj)j∈N, where fj : Mj+1 −→ Mj, Mj = Tn and fj = A for all j ∈ N.
The inverse limit SA of the system is called a (toroidal) solenoid. As a set, SA is a subset

Date: August 18, 2021.
1



2 MARIA SABITOVA

of
∏∞

j=1Mj consisting of points (zj) ∈
∏∞

j=1 Mj such that zj ∈ Mj and fj(zj+1) = zj for
∀j ∈ N, i.e.,

SA =

{
(zj) ∈

∞∏
j=1

Tn
∣∣∣ zj ∈ Tn, A(zj+1) = zj, j ∈ N

}
.

Endowed with the natural group structure and the induced topology from the Tychonoff
(product) topology on

∏∞
j=1 Tn, SA is an n-dimensional topological abelian group. It is

compact, metrizable, and connected, but not locally connected and not path connected.
Toroidal solenoids are examples of topological inverse limits of dynamical systems. When
n = 1 and A = d, d ∈ Z, solenoids are called d-adic solenoids or Vietoris solenoids. The
first examples were studied by L. Vietoris in 1927 for d = 2 [V27] and later in 1930 by
van Dantzig for an arbitrary d [D30].

Figure 1. Toroidal solenoid for n = 1, A = 2.1

Problem 2. Let A,B ∈ Mn(Z) be non-singular. Find necessary and sufficient conditions
on A, B for SA, SB to be isomorphic (as topological groups).

It is known that SA ∼= SB as topological groups if and only if GAt ∼= GBt as (abstract)
groups, where At denotes the transpose of A (cf., [M65]). Indeed, since SA is a compact

connected abelian group, the first Ĉech cohomology group H1(SA,Z) is isomorphic to the

character group ŜA of SA. On the other hand, one can check that H1(SA,Z) ∼= GAt .
Using Pontryagin duality theorem, we see that indeed SA ∼= SB if and only if GAt ∼= GBt .
Therefore, Problem 1 is equivalent to Problem 2.

If n = 1, we have A,B ∈ Z and GA
∼= GB if and only if A, B have the same prime

divisors. Hence, for n = 1, Problem 1 and therefore Problem 2 have simple solutions.

In this paper we solve Problem 1 for n = 2. Note that if A, B are conjugate by a
matrix in GLn(Z), then clearly GA

∼= GB. However, the converse is not true. Namely,
there are many examples of non-conjugate matrices A, B with isomorphic groups GA,
GB. For instance, see Example 2 below, where GA

∼= GB, but A, B do not even share
the same characteristic polynomial. In general, there is no direct connection between
the conjugacy classes of A in GLn(Q) and isomorphisms of groups GA, i.e., conjugate
(resp., non-conjugate) A, B can equally produce isomorphic and non-isomorphic groups
GA, GB (see Examples 3, 4, 5 below). To solve the problem, in the generic case, i.e., when

1Picture source: https://en.wikipedia.org/wiki/Solenoid (mathematics)
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the characteristic polynomial of A is irreducible, we link GA to a generalized ideal class
generated by an eigenvector of A in the splitting field of the characteristic polynomial of
A. We show that if GA

∼= GB, then the characteristic polynomials of A, B share the same
splitting field and, essentially, GA and GB are isomorphic if and only if the corresponding
ideal classes are multiples of each other.

Acknowledgements. The author thanks Mario Bonk for suggesting the problem and
useful discussions. The author also thanks an anonymous evaluator for suggesting valuable
improvements to the paper.

2. Ideal classes

In this section we review the notion of ideal classes in number fields and their application
to matrices with integer coefficients. We also introduce the notion of a generalized ideal
class, which we use to analyze the structure of groups GA defined by (1.1) when n = 2.

Let K be a number field of degree n, which is a field extension of degree n of the field
Q of rational numbers. An order of K is a subring O of K that is also a finitely-generated
Z-module of rank n. A fractional O-ideal of an order O is a non-zero finitely-generated O-
submodule I of K such that xI ⊆ O for some non-zero x ∈ O. One defines an equivalence
relation on fractional O-ideals I, I ′ via I ∼ I ′ if and only if I = xI ′ for some non-zero
x ∈ K. The corresponding equivalence class of I is denoted by [I] and called an O-ideal
class (see e.g., [N99, p. 72, §12] or [C]).

Let A be an n × n-matrix with integer coefficients (denoted by A ∈ Mn(Z)). One
can attach an ideal class to A. Namely, let Q denote a fixed algebraic closure of Q, let
λ ∈ Q be an eigenvalue of A, and let K = Q(λ). Then O = Z[λ] is an order of K. Let

u =
(
u1 u2 · · · un

)t ∈ Kn be an eigenvector of A corresponding to λ. Denote

(2.1) IZ(A, λ) = {m1u1 +m2u2 + · · ·+mnun |m1,m2, . . . ,mn ∈ Z} ⊂ K.

Since A has integer coefficients, IZ(A, λ) is a Z[λ]-module, finitely-generated, and we
have a Z[λ]-ideal class [IZ(A, λ)] attached to A. If the characteristic polynomial of A is
irreducible over Q, then each eigenspace of A is one-dimensional and the class [IZ(A, λ)]
does not depend on the choice of u. These ideal classes are useful in determining when
two matrices A,B ∈ Mn(Z) are conjugate by a non-singular matrix S ∈ Mn(Z) whose
inverse S−1 also has integer coefficients (denoted by S ∈ GLn(Z)), equivalently, when
A,B belong to the same GLn(Z)-conjugacy class. Note that a necessary condition for
A,B to be conjugate by a matrix is that they share the same characteristic polynomial.
The following is a well-known classical result from 1949.

Theorem 2.1 (Latimer–MacDuffee–Taussky Theorem, [T49]). Let A,B ∈ Mn(Z) share
the same characteristic polynomial χ ∈ Z[t]. Assume that χ is irreducible over Q. Let
λ ∈ Q be a root of χ. Then there exists S ∈ GLn(Z) such that

A = SBS−1
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if and only if [IZ(A, λ)] = [IZ(B, λ)].

Theorem 2.1 has come up in connection with tori as in [ATW97]. There, the authors
study topological invariants of classes of topologically conjugate linear endomorphisms
of a 2-dimensional torus T2. It is known that two linear endomorphisms f, g of T2 are
topologically conjugate if and only if the corresponding matrices Mf ,Mg ∈ M2(Z) are
conjugate by an element in GL2(Z). Hence, one of the invariants considered by the
authors is an ideal class attached to Mf .

We now consider the problem of classifying groups GA defined in the introduction.
Clearly, if non-singular A, B are conjugate by a matrix S ∈ GLn(Z), then GA

∼= GB

with the isomorphism defined by S. However, the converse is not true. In general, the
class C(A) of non-singular matrices B ∈ Mn(Z) with GA

∼= GB is much larger than the
GLn(Z)-conjugacy class of A. For instance, in Example 4 below we have

A =

(
0 −6
1 1

)
,

and all the three GL2(Z)-conjugacy classes of matrices in M2(Z) with characteristic poly-
nomial h = x2 − x + 6 belong to C(A). Moreover, one can have GA

∼= GB, even though
A,B do not even share the same characteristic polynomial (see Example 2 below, where
GA
∼= GB, A has eigenvalues 4, 6, and B has eigenvalues 2, 18). In particular, this is

different from [ATW97], if only because, on the matrix level, we are not restricted to
GLn(Z)-conjugacy classes.

In light of the above, it is rather surprising that there are similarities between our
solution to Problem 1 for n = 2 and Theorem 2.1. Namely, we introduce the notion of a
generalized ideal class. More precisely, let A ∈ Mn(Z) be non-singular with characteristic
polynomial hA ∈ Z[t]. Let λ ∈ Q be a root of hA, K = Q(λ), N = detA, and let

R = Z
[

1

N

]
=
{ x

Nk

∣∣∣ x, k ∈ Z
}
⊂ Q

denote the ring of N -adic integers. We define an equivalence relation on non-zero finitely-
generated Z[λ]-modules I, I ′ ⊂ K via I ∼R I ′ if and only if

I ⊗Z R = x(I ′ ⊗Z R), x ∈ K, x 6= 0.

We call the corresponding equivalence classes R[λ]-ideal classes. Note that R[λ] is not
an order, since it is not a finitely generated Z-module unless N = ±1. Therefore, we call
classes [I ⊗Z R] generalized ideal classes. Denote

IR(A, λ) = IZ(A, λ)⊗Z R,
where IZ(A, λ) is defined by (2.1), and let [IR(A, λ)] denote the corresponding R[λ]-ideal
class. Our main result is the following theorem:

Theorem 2.2. Let n = 2. Suppose the characteristic polynomial of a non-singular A ∈
M2(Z) is irreducible and there is a prime p ∈ Z that divides detA and does not divide
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TrA. Then GA
∼= GB for a non-singular B ∈ M2(Z) if and only if there exist eigenvalues

λ, µ ∈ Q of A,B, respectively, such that

(1) Q(λ) = Q(µ) and λ, µ have the same prime divisors in the ring of integers of
K = Q(λ) = Q(µ);

(2) [IR(A, λ)] = [IR(B, µ)].

In the subsequent sections we develop techniques to prove Theorem 2.2. In particular,
we employ the localization method (Section 3.2), which consists in studying Zp-modules
GA ⊗Z Zp, where p ∈ Z is a prime and Zp denotes the ring of p-adic integers. We also
consider special cases (Sections 3.1, 3.3, and 5), e.g., when the characteristic polynomial
of A is not irreducible. We prove Theorem 2.2 in Section 6 (Theorem 6.6).

To the best of our knowledge, the idea of generalized ideal classes and their application
to studying groups GA and the associated toroidal solenoids is new. We do not know
whether Theorem 2.2 holds in higher dimensions n > 2. This is a direction for future
investigation.

3. Arbitrary n: general results

Given a ring R we denote by Mn(R) the ring of n × n-matrices with coefficients in R
and we denote by GLn(R) ⊂ Mn(R) the subring of invertible matrices A ∈ Mn(R) such
that A−1 ∈ Mn(R). For a non-singular A ∈ Mn(Z) we denote

(3.1) GA =
{
A−kx |x ∈ Zn, k ∈ N ∪ {0}

}
,

a subgroup of Qn (with respect to addition) that contains Zn. In this section we prove
results that hold for groups GA for an arbitrary n. The following lemma shows that
given a non-singular B ∈ Mn(Z), any homomorphism between groups GA and GB is the
restriction of a linear map T ∈ Mn(Q).

Lemma 3.1. For two non-singular A,B ∈ Mn(Z) we have GA
∼= GB if and only if there

exists T ∈ GLn(Q) that restricts to an isomorphism between GA and GB. Furthermore,
T : GA −→ GB is an isomorphism if and only if T ∈ GLn(Q), for any m ∈ N∪ {0} there
exists km ∈ N ∪ {0} with

(3.2) BkmTA−m ∈ Mn(Z),

and for any l ∈ N ∪ {0} there exists tl ∈ N ∪ {0} with

(3.3) AtlT−1B−l ∈ Mn(Z).

Proof. Let φ : GA −→ GB be a homomorphism and and let ei ∈ Zn be the i-th standard
basis vector, i ∈ {1, . . . , n}. For any k ∈ N ∪ {0} let

φ(A−kei) = x
(k)
i , x

(k)
i ∈ Qn,

so that for Tk =
(
x

(k)
1 · · · x

(k)
n

)
∈ Mn(Q) and any x ∈ Zn we have

φ(A−kx) = Tkx.
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Since A has integer entries,

Tkx = φ(A−kx) = φ(A−(k+1)Ax) = Tk+1Ax

and hence

Tk = Tk+1A.

By induction,

Tk = T0A
−k,

so that for any u = A−kx ∈ GA with x ∈ Zn, we have

φ(u) = φ(A−kx) = Tkx = T0A
−kx = T0u.

Thus, φ is defined via matrix T = T0. Equations (3.2), (3.3) now follow easily. �

In what follows we assume that A,B ∈ Mn(Z) are non-singular and if T : GA −→ GB

is a homomorphism, then T ∈ Mn(Q).

3.1. Note that detA ∈ Z. We first consider the case when A ∈ GLn(Z), i.e., detA = ±1.

Lemma 3.2. (i) Assume A ∈ GLn(Z). Then GA
∼= GB if and only if B ∈ GLn(Z) if

and only if GA = GB = Zn.
(ii) Let GA

∼= GB and A 6∈ GLn(Z), i.e., detA 6= ±1. Then detB 6= ±1 and detA,
detB have the same prime divisors (in Z).

Proof. Suppose T : GA −→ GB is an isomorphism. It follows from (3.2) and (3.3) that

(detB)km · detT = αm · (detA)m,(3.4)

(detA)tl = βl · detT · (detB)l(3.5)

for any m, l ∈ N and some αm, βl ∈ Z. Since detT is a fixed non-zero rational number,
and |(detA)m|, |(detB)l| are arbitrarily big (unless detA = ±1, detB = ±1), statements
(i) and (ii) follow from (3.4), (3.5). �

Since Lemma 3.2(i) covers the case A ∈ GLn(Z) completely, in what follows we assume
A,B 6∈ GLn(Z).

Let S = S(A) ⊂ Z denote the set of all primes in Z dividing detA. Since we assume
A 6∈ GLn(Z), we have S 6= ∅. Let

A = {m ∈ Z− {0} | m = ±1 or all prime divisors of m belong to S} .

Note that by Lemma 3.2, if GA
∼= GB, then S = S(A) = S(B) is the same for A and B.

Denote

(3.6) R =

{
x

y

∣∣∣∣ x, y ∈ Z, y ∈ A
}
,
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which is a subring of Q. Then R× = {r ∈ R − {0} | r−1 ∈ R} is the set of all S-units.
Note that A is a multiplicatively closed subset of Z, so that R = A−1Z, the localization
of Z with respect to A. Equivalently, for N = detA we have

(3.7) R = Z
[

1

N

]
=
{ x

Nk

∣∣∣ x, k ∈ Z
}
,

the ring of N -adic rationals.

Remark 3.3. Note that GA is a (additive) subgroup of Rn, since A−k = 1
(detA)k

Ã with

Ã ∈ Mn(Z). However, GA 6= Rn in general.

The next lemma shows that if T ∈ GLn(Q) defines an isomorphism between GA and
GB, then entries of T and T−1 are rational numbers with denominators divisible only by
primes that divide detA.

Lemma 3.4. Let A,B ∈ Mn(Z) be non-singular and let T : GA −→ GB be an isomor-
phism, T ∈ GLn(Q). Then T ∈ GLn(R).

Proof. Let T = 1
l
T ′, l ∈ Z − {0} and T ′ ∈ Mn(Z) such that (T ′, l) = 1, i.e., the greatest

common divisor of l and all the entries of T ′ is 1. If l = ±1, then T ∈ Mn(Z) and hence
T ∈ Mn(R). Let l 6= 1 and let p ∈ Z be a prime dividing l and p 6∈ S (i.e., p does not
divide detA, detB). By Lemma 3.1, from (3.2) for any m ∈ N we have

BkmT ′ = lPmA
m, Pm ∈ Mn(Z), km ∈ N ∪ {0}.

Since p does not divide detB, we have B (mod p) ∈ GLn(Fp) and hence T ′ ≡ 0 (mod p),
which contradicts (T ′, l) = 1. Thus, T ∈ Mn(R). Similarly, using (3.3), T−1 ∈ Mn(R).

�

For a prime p ∈ Z denote

Z(p) =
{m
n
∈ Q

∣∣∣ m,n ∈ Z, (p, n) = 1
}
,

a subring of Q. The following lemma shows that to check conditions (3.2) and (3.3) of
Lemma 3.1 over Z, it is enough to check them over Z(p) for finitely many primes p ∈ S,
namely, for all primes p dividing detA.

Lemma 3.5. Let A,B ∈ Mn(Z) be non-singular, A 6∈ GLn(Z), and T ∈ GLn(Q). Then
T defines an isomorphism T : GA −→ GB if and only if detA, detB have the same
prime divisors in Z, T ∈ GLn(R) and for any m ∈ N ∪ {0} and any p ∈ S there exists
km = km(p) ∈ N ∪ {0} with

(3.8) BkmTA−m ∈ Mn

(
Z(p)

)
,

and for any l ∈ N ∪ {0} and any p ∈ S there exists tl = tl(p) ∈ N ∪ {0} with

(3.9) AtlT−1B−l ∈ Mn

(
Z(p)

)
.
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Proof. The necessary part follows from Lemma 3.1, Lemma 3.2, and Lemma 3.4. We
now prove the sufficient part. Since T ∈ GLn(R) and detA, detB have the same prime
divisors, all the entries of matrices BkmTA−m, AtlT−1B−l in (3.8), (3.9) have only primes
in S in their denominators, i.e., BkmTA−m, AtlT−1B−l ∈ Mn(R). For any m, l ∈ N ∪ {0}
let

k̃m = max
p∈S
{km(p)}, t̃l = max

p∈S
{tl(p)}.

Using (3.8), Bk̃mTA−m ∈ Mn(R) ∩Mn

(
Z(p)

)
for any p ∈ S. Hence, Bk̃mTA−m ∈ Mn(Z)

and analogously, At̃lT−1B−l ∈ Mn(Z). Thus, (3.2) and (3.3) hold, and T is an isomor-
phism by Lemma 3.1. �

3.2. Localization. In our study of groups GA, it is helpful to consider tensor products
GA⊗ZZp, where p ∈ Z is a prime and Zp denotes the ring of p-adic integers. The transition
from GA to GA ⊗Z Zp is commonly referred to as localization.

Let A ∈ Mn(Z) be non-singular and let GA,p be the (topological) closure of GA in
Qn
p = Qp × · · · × Qp with the product topology of the standard p-adic topology on the

field Qp of p-adic numbers. Since Zp is the closure of Z in Qp, we have

(3.10) GA,p = GA ⊗Z Zp =
{
Akx |x ∈ Znp , k ∈ Z

}
,

a subgroup of Qn
p that contains Znp and has the natural structure of a Zp-module. The

next lemma shows that we can check conditions (3.8), (3.9) in Lemma 3.5 over Zp via the
natural embedding Q ↪→ Qp.

Lemma 3.6. Let A,B ∈ Mn(Z) be non-singular, A 6∈ GLn(Z), and T ∈ GLn(Q). Then
T defines an isomorphism T : GA −→ GB if and only if detA, detB have the same prime
divisors, T ∈ GLn(R), and for any p ∈ S, T considered as an element of GLn(Qp) via
the natural embedding Q ↪→ Qp induces a Zp-module isomorphism T : GA,p −→ GB,p.

Proof. Let p ∈ Z be a prime. It follows from (3.10) that T ∈ GLn(Qp) defines a Zp-module
isomorphism from GA,p to GB,p if and only if conditions (3.2), (3.3) in Lemma 3.1 hold
over Zp, i.e., for any m ∈ N ∪ {0} there exists km ∈ N ∪ {0} with

BkmTA−m ∈ Mn(Zp),

and for any l ∈ N ∪ {0} there exists tl ∈ N ∪ {0} with

AtlT−1B−l ∈ Mn(Zp).

Therefore, the lemma follows from Lemma 3.5, since Z(p) ↪→ Zp under the natural em-
bedding Q ↪→ Qp and Q ∩ Zp = Z(p). �

Remark 3.7. Note that for T ∈ GLn(Q) we have T ∈ GLn(R) if and only if T ∈ GLn(Zp)
for any p 6∈ S.

It turns out that the structure of GA,p as a Zp-module is relatively easy to determine.
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Proposition 3.8. Let A ∈ Mn(Z) be non-singular, let hA ∈ Z[t] be the characteristic
polynomial of A, and let p ∈ Z be prime. Let l denote the multiplicity of zero in h̄A ∈ Fp[t],
the reduction of hA modulo p, 0 ≤ l ≤ n. Then

GA,p
∼= Ql

p ⊕ Zn−lp .

In particular,

• if p does not divide detA, then GA,p = Znp ,

• if hA ≡ tn (mod p), then GA,p = Qn
p .

Proof. In the proof, it is enough to assume that A has entries in Zp, i.e., A ∈ Mn(Zp) is
non-singular, hA ∈ Zp[t] is the characteristic polynomial of A, and

GA,p = GA =
{
Akx |x ∈ Znp , k ∈ Z

}
⊂ Qn

p .

Clearly, if p does not divide detA, then detA is a unit in Zp. Hence, A−k ∈ Mn(Zp)
for all k and GA ⊆ Znp . Since Znp ⊆ GA, we have GA = Znp .

If hA ≡ tn (mod p), then it follows from Cayley–Hamilton theorem that An = pC,
where C ∈ Mn(Zp) is non-singular. Then for the i-th standard basis vector ei ∈ Qn

p and

any k ∈ N we have Ckei ∈ Znp and hence A−nk(Ckei) = p−kei ∈ GA, i = {1, 2, . . . , n}.
Since GA is a Zp-module, we have GA = Qn

p .

In particular, Proposition 3.8 holds for n = 1 and we will prove the general case by
induction on n.

Let Qp denote an algebraic closure of Qp. Note that for an irreducible polynomial
χ ∈ Zp[t], either p does not divide χ(0) or χ ≡ tn (mod p). Indeed, let n be the degree

of χ, let λ1, . . . , λn ∈ Qp be roots of χ, and let K = Qp(λ1, . . . , λn) ⊂ Qp be the splitting
field of χ. Let p be the maximal ideal of the ring of integers O of K. If p divides χ(0),
then p divides some λi in O. Since χ is irreducible, Gal(K/Qp) acts transitively on the
set {λ1, . . . , λn} and therefore p divides all λ1, . . . , λn and χ ≡ tn (mod p).

For the rest of the proof we assume that p divides detA and hA 6≡ tn (mod p). Then
by above, hA is reducible, i.e., hA = h1h2 for non-constant monic hi ∈ Zp[t] of degree ni,
1 ≤ ni < n, i = 1, 2. Without loss of generality we can assume that h1 is irreducible and
p divides h1(0). Then by above, h1 ≡ tn1 (mod p). There exists M ∈ GLn(Zp) such that

M−1AM =

(
A1 ∗
0 A2

)
, Ai ∈ Mni

(Zp) non-singular,

and hi is the characteristic polynomial of Ai, i = 1, 2 (see Appendix A, Theorem A.1
below). By induction, GA1 = Qn1

p andGA2
∼= Ql2

p ⊕Zn2−l2
p , where l2 denotes the multiplicity

of zero in the reduction of h2 modulo p. Note that l = l2 + n1, n1 + n2 = n, and GA is an
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extension of GA2 by GA1 via

0 // Qn1
p

φ // Qn
p

// Qn2
p

// 0,

0 // GA1
// GA

?�

OO

// GA2

?�

OO

// 0

φ(u) =
(
u 0

)t
, u ∈ Qn1

p .

Since Qn1
p is an injective Zp-module, the exact sequence with GA splits, GA

∼= GA1 ⊕GA2

as Zp-modules, and hence GA
∼= Ql

p ⊕ Zn−lp as claimed. �

Corollary 3.9. If n = 2 and GA
∼= GB, then a prime p ∈ Z divides both detA and TrA

if and only if p divides both detB and TrB.

Proof. If GA
∼= GB, then GA,p

∼= GB,p as Zp-modules for each prime p ∈ Z. If n = 2, by
Proposition 3.8, we have

(1) GA,p
∼= Z2

p, if p does not divide detA,

(2) GA,p
∼= Q2

p if p divides both detA, TrA,

(3) GA,p
∼= Zp ⊕Qp, if p divides detA, p does not divide TrA.

Since Zp-modules in cases (1), (2), and (3) are not isomorphic, the claim follows. �

Clearly, if GA
∼= GB, then GA,p

∼= GB,p as Zp-modules for each prime p ∈ Z. If n = 1,
one can show that GA

∼= GB if and only if GA,p
∼= GB,p as Zp-modules for any prime

p ∈ Z if and only if A,B ∈ Z have the same prime divisors. However, if n > 1, the
condition GA,p

∼= GB,p as Zp-modules for any prime p ∈ Z is not sufficient for GA, GB to
be isomorphic. The following is an example in the case n = 2.

Example 1. Let

A =

(
−1 3
3 2

)
, B =

(
0 1
11 1

)
.

Since A and B share the same characteristic polynomial, GA,p
∼= GB,p as Zp-modules for

any prime p ∈ Z by Proposition 3.8. However, GA and GB are not isomorphic. Indeed,
detA = detB = −11, TrA = TrB = 1. For each prime p 6= 11, we have A,B ∈ GL2(Zp)
and therefore

GA,p = GB,p = Zp ⊕ Zp, p 6= 11.

For p = 11, as in the proof of Corollary 3.9, we have

(3.11) GA,11
∼= GB,11

∼= Z11 ⊕Q11.

Bases of the decompositions (3.11) consist of eigenvectors of A, B considered as elements
of (Q11)2. Indeed,

λ1 =
1 + 3

√
5

2
, λ2 =

1− 3
√

5

2
are common eigenvalues of A and B. By Hensel’s lemma, the equation x2 = 5 has a
solution in Z11, since 42 ≡ 5 (mod 11). Thus, we can choose

√
5 = 4 + 11α for some
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α ∈ Z11, which can be calculated explicitly. Hence, λ1, λ2 ∈ Z11, λ1 ∈ Z×11 is a unit, and
λ2 is divisible by 11 in Z11. In particular, λ2

11
∈ Z11. If

M =

2− λ1 2− λ2

−3 −3

 =
(
u1 u2

)
, N =

−λ2
11
−λ1

1 11

 =
(
v1 v2

)
,

then

M−1AM = NBN−1 =

(
λ1 0
0 λ2

)
.

Note that detM = 9
√

5 ∈ Z×11, detN = 3
√

5 ∈ Z×11, and M,N have coefficients in Z11.
Hence, M,N ∈ GL2(Z11) and

GA,11 = Z11u1 ⊕Q11u2,

GB,11 = Z11v1 ⊕Q11v2.

Any Z11-module morphism T11 from GA,11 to GB,11 has the form T11(u2) = a22v2 and
T11(u1) = a11v1 + a12v2, where a22, a12 ∈ Q11, a11 ∈ Z11. Hence, if T11 ∈ GL2(Q11) is a
Z11-module isomorphism from GA,11 to GB,11, then

T11 = N

(
a11 0
a12 a22

)
M−1, a11 ∈ Z×11, a12, a22 ∈ Q11, a22 6= 0.

By Lemma 3.6 and Remark 3.7, GA and GB are isomorphic if and only if there exists
T ∈ GL2(Q) such that under the natural embedding GL2(Q) ↪→ GL2(Qp) we have T = T11

for some aij’s if p = 11 and T ∈ GL2(Zp) for any prime p 6= 11. In other words, GA and
GB are isomorphic if and only if there exist aij’s such that T11 is defined over Q (a
priori, T11 is defined over Q11) and T11 ∈ GL2(Zp) for any prime p 6= 11. One can show
that such T11 does not exist. It requires tedious calculations to prove it directly in this
setting. Instead, we prove the claim using a more efficient technique (via generalized ideal
classes) in Example 5 below. In addition, here are two choices of T11 that illustrate the
phenomenon. Namely, one can calculate

T̃11 = NM−1 =

−
√

5
33
− 6

11
7
√

5
33
− 2

11

2
√

5
3

√
5

3
− 2

 .

Clearly, by above, T̃11 defines an isomorphism from GA,11 to GB,11, but T̃11 is not defined
over Q. On the other hand, if there exist a11, a12, a22 ∈ Q11 such that a11 ∈ Z×11, a22 6= 0,
and T11 is defined over Q, then T11 6∈ GL2(Zp) for some prime p 6= 11. For instance,

T̂11 = N

(
−1 0
0 − 1

11

)
M−1 =

 1
11

1
33

0 1
3

 ∈ GL2(Q),
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T̂11 defines an isomorphism from GA,11 to GB,11, but T̂11 6∈ GL2(Z3). Essentially, the
problem is that a priori each Tp is defined over Qp and it might be impossible to find a
common T defined over Q such that for any prime p it induces Tp when considered as an
element of M2(Qp) via the natural embedding Q ↪→ Qp.

3.3. Special case. We now consider the case when, in the notation of Proposition 3.8,
hA ≡ tn (mod p) for any prime p ∈ Z that divides detA. In particular, if n = 2 this
condition holds when every prime dividing the determinant of A also divides its trace.

Lemma 3.10. Let A,B ∈ Mn(Z) be non-singular and let hA, hB ∈ Z[t] be their charac-
teristic polynomials, respectively. Assume that for any prime p ∈ Z that divides detA we
have

hA ≡ tn (mod p).

Then GA
∼= GB (with T = In) if and only if detA, detB have the same prime divisors

and for any prime p ∈ Z that divides detB we have

hB ≡ tn (mod p).

Proof. Assume detA, detB have the same prime divisors and for any prime p ∈ Z that
divides detA we have hA ≡ hB ≡ tn (mod p). Then

GA,p = GB,p = Qn
p

by Proposition 3.8. Hence, T = In is an isomorphism between GA and GB by Lemma 3.6.

Conversely, assume GA
∼= GB. Then detA, detB have the same prime divisors by

Lemma 3.2. Let p ∈ Z be a prime that divides detA. By assumption, hA ≡ tn (mod p).
This implies GA,p = Qn

p by Proposition 3.8. Also, by Proposition 3.8, GB,p
∼= Ql

p ⊕ Zn−lp

for some 0 ≤ l ≤ n. Clearly, GA,p
∼= GB,p, which is possible only when l = n, since Qn

p is
a divisible group and Zp is not. Therefore, hB ≡ tn (mod p). �

Remark 3.11. In particular, Lemma 3.10 applies when n = 2 and A ∈ M2(Z) is not
diagonalizable over an algebraic closure Q of Q. Also, note that A is diagonalizable over
Q and GA

∼= GB does not imply that B is diagonalizable over Q. For example, let λ ∈ Z
and let

A =

(
λ 0
0 λ2

)
, B =

(
λ 1
0 λ

)
.

Then GA
∼= GB by Lemma 3.10.

4. n = 2: general results

In this section we assume n = 2, A ∈ M2(Z) is non-singular. Denote

S ′(A) = {p ∈ Z is prime | p divides detA, p does not divide TrA} .
Note that if GA

∼= GB, then S ′(A) = S ′(B) by Lemma 3.2 and Corollary 3.9. The case
S ′(A) = ∅ is covered by Lemma 3.2(i) and Lemma 3.10. Therefore, from now on we will
assume that S ′(A) 6= ∅. Let Q denote a fixed algebraic closure of Q.
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Proposition 4.1. Suppose A,B ∈ M2(Z) are non-singular, S ′(A) 6= ∅, and GA
∼= GB.

Then the following hold:

1) if λ ∈ Q (resp., µ ∈ Q) is an eigenvalue of A (resp., of B), then Q(λ) = Q(µ);

2) let K = Q(λ) = Q(µ), let OK be the ring of integers of K, let u 6= 0 ∈ K2 be an
eigenvector of A corresponding to λ ∈ OK, and let p be a prime ideal of OK divid-
ing λ and lying above p ∈ S ′(A) (i.e., p does not divide TrA). If T : GA −→ GB is
an isomorphism, then T ∈ GL2(R) and Tu is an eigenvector of B corresponding
to an eigenvalue µ ∈ OK of B. Moreover, p divides µ;

3) λ and µ have the same prime (ideal) divisors in OK.

Proof. Let p ∈ S ′(A), K = Q(λ), and let O be the ring of integers of K. We allow the
case K = Q. Let p be a prime ideal of O lying above p that divides an eigenvalue λ ∈ O of
A. Let u 6= 0 ∈ K2 be an eigenvector of A corresponding to λ. Without loss of generality
we can assume that u ∈ O2. Since GA

∼= GB, by Lemma 3.1 there exists T ∈ GL2(Q)
such that for any m ∈ N ∪ {0} we have

(4.1) BkmT = PmA
m, km ∈ N ∪ {0}, Pm ∈ M2(Z).

Let T = 1
l
T ′ for some l ∈ Z− {0} and non-singular T ′ ∈ M2(Z). Hence,

(4.2) BkmT ′u = λmlPmu.

Denote v = T ′u ∈ O2, v 6= 0. Since p divides λ, (4.2) implies

(4.3) Bkmv ∈ M2×1(pm).

We will show that (4.3) implies that v is an eigenvector of B. Indeed, let

C =
(
v Bv

)
∈ M2(O).

It follows from (4.3) that BkmC has coefficients in pm. Suppose detC 6= 0. Since C does
not depend on m, it follows that Bs ≡ 0 (mod p) for some s ∈ N, where 0 denotes the
2×2-zero matrix. This contradicts the assumption that p ∈ S ′(A), since S ′(A) = S ′(B) by
by Lemma 3.2 and Corollary 3.9. Therefore, detC = 0. In particular, v is an eigenvector
of B. Hence, Tu is also an eigenvector of B.

Let w = Tu, Bw = µw, w 6= 0. Since B has integer entries, w ∈ K2, and w 6= 0, we
have µ ∈ K and since µ is integral over Z, µ ∈ O. Thus, Q(µ) ⊆ Q(λ). Repeating the
same argument as above with A replaced by B and using (3.3) instead of (3.2), we have
Q(λ) ⊆ Q(µ) and therefore, Q(λ) = Q(µ), which proves 1). We now show that p divides
µ. Indeed, by above Tu is an eigenvector of B corresponding to µ, i.e.,

B(Tu) = µ(Tu).

Hence, multiplying (4.1) by u, we get

(4.4) µkmTu = BkmTu = PmA
mu = Pmλ

mu, ∀m ∈ N.
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Since Tu 6= 0, Tu does not depend on m, and p divides λ, this implies that p divides µ
(e.g., this follows from the existence and uniqueness of decomposition of non-zero ideals
into prime ideals in the Dedekind domain O). Analogously, it follows from (4.4) that all
prime (ideal) divisors of λ also divide µ (in O). Repeating the same argument with A
replaced by B and λ replaced by µ, we see that all prime divisors of µ also divide λ. Thus,
λ and µ have the same prime divisors. This proves 2) and 3). �

Remark 4.2. It turns out that the converse of Proposition 4.1 also holds. The proof of
the converse has two cases, and we consider them separately in the subsequent sections.
More precisely, assume S ′(A) 6= ∅, GA

∼= GB, and let T : GA −→ GB, T ∈ GL2(Q), be
an isomorphism. It follows from part 1) of Proposition 4.1 that either both characteristic
polynomials of A and B are irreducible over Q or both characteristic polynomials of A
and B are not irreducible over Q.

If the characteristic polynomial of A is irreducible, equivalently, the eigenvalues of A do
not belong to Q, then by Proposition 4.1, Tu is an eigenvector of B for any eigenvector u
of A. Indeed, it follows from part 3) of Proposition 4.1 that there exists an eigenvector u
of A such that Tu is an eigenvector of B. Let λ1, λ2 ∈ Q be eigenvalues of A, K = Q(λ1),
and let σ ∈ Gal(K/Q) be the only non-trivial element of order 2. Then λ2 = σ(λ1) and
if u1 ∈ K2 is an eigenvector of A corresponding to λ1, then σ(u1) is an eigenvector of A
corresponding to λ2. Thus, Tσ(u) = σ(Tu) is also an eigenvector of B.

Assume now that the characteristic polynomial of A is not irreducible, equivalently, the
eigenvalues λ1, λ2 of A belong to Q. Then λ1, λ2 ∈ Z. There are two cases here: I) all
prime divisors of one eigenvalue, e.g., λ2, are among prime divisors of the other eigenvalue,
e.g., λ1 (denoted by PD(λ2) ⊆ PD(λ1)) and II) otherwise, i.e., PD(λ1) 6⊆ PD(λ2),
PD(λ2) 6⊆ PD(λ1). In case I), by part 3) of Proposition 4.1, Tu is an eigenvector of B,
if u is an eigenvector of A corresponding to λ1. Indeed, note that λ1, λ2 do not share the
same prime divisors, since S ′(A) 6= ∅. Therefore, there exists p ∈ S ′(A) that divides λ1

and hence, part 3) of Proposition 4.1 applies. However, part 3) of Proposition 4.1 does not
guarantee that Tu is an eigenvector of B, if u is an eigenvector of A corresponding to λ2.
In other words, in case I), Tu is not necessarily an eigenvector of B for any eigenvector u
of A. In case II), we still have that Tu is an eigenvector of B for any eigenvector u of A,
as in the case of non-rational eigenvalues. This observation makes case I) a special case,
which we treat separately.

5. n = 2: special case PD(λ2) ⊆ PD(λ1)

In this section we consider the case when eigenvalues λ1, λ2 of A ∈ M2(Z) belong to Q
(equivalently, λ1, λ2 ∈ Z) and prime divisors of one eigenvalue (e.g., λ2) are among prime
divisors of the other eigenvalue (e.g., λ1), denoted by PD(λ2) ⊆ PD(λ1). In this case,
GA
∼= GB for a non-singular B ∈ M2(Z) if and only if eigenvalues of A and B belong to

Z and have the same prime divisors (Proposition 5.1 below), similar to the case n = 1.
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Proposition 5.1. Let A ∈ M2(Z) be non-singular, let λ1, λ2 ∈ Z be eigenvalues of A, and
let S ′(A) 6= ∅. Assume in addition that prime divisors of λ2 are among prime divisors of
λ1. Then GA

∼= GB for a non-singular B ∈ M2(Z) if and only if eigenvalues µ1, µ2 of B
belong to Z and have the same prime divisors as λ1, λ2 (e.g., λ1 and µ1 (resp., λ2 and µ2)
have the same prime divisors in Z).

Proof. The necessary part follows from Proposition 4.1. Indeed, assume GA
∼= GB. Since

λ1, λ2 ∈ Q and S ′(A) 6= ∅, we have µ1, µ2 ∈ Q by part 1) of Proposition 4.1. Let
p ∈ S ′(A). Since PD(λ2) ⊆ PD(λ1), p divides λ1 and does not divide λ2. By parts 2), 3)
of Proposition 4.1, without loss of generality we can assume that λ1 and µ1 have the same
prime divisors (in Z). We are left to show that λ2 and µ2 also have the same prime divisors
(in Z). If p ∈ Z is a prime that divides λ2, then p divides λ1, since PD(λ2) ⊆ PD(λ1)
by assumption. Hence, p divides both detA and TrA and therefore, by Corollary 3.9, p
divides TrB. Since by above, λ1 and µ1 have the same prime divisors, p divides µ1. Thus,
p divides TrB and µ1. Hence, p divides µ2.

We now prove the sufficient part. We assume λi, µi ∈ Z and λi, µi have the same
prime divisors, i ∈ {1, 2}. Since S ′(A) 6= ∅, we have λ1 6= λ2 and A is diagonalizable. By
Corollary A.2, there exists P ∈ GL2(Z) such that

PAP−1 = M

(
λ1 0
0 λ2

)
M−1, M =

(
1 u1

0 u2

)
,

where
u1, u2 ∈ Z, u2 6= 0, (u1, u2) = 1, u2 | (λ1 − λ2).

Analogously, µ1 6= µ2 and B is diagonalizable, since by assumption λi, µi have the same
prime divisors, i ∈ {1, 2}. Hence, by Corollary A.2, there exists Q ∈ GL2(Z) such that

QBQ−1 = N

(
µ1 0
0 µ2

)
N−1, N =

(
1 v1

0 v2

)
,

where
v1, v2 ∈ Z, v2 6= 0, (v1, v2) = 1, v2 | (µ1 − µ2).

Note that A′ = PAP−1, B′ = QBQ−1 (A′, B′ ∈ M2(Z)) share the same eigenvector

e1 =
(
1 0

)t
, i.e., A′e1 = λ1e1, B′e1 = µ1e1, and A′u = λ2u for u =

(
u1 u2

)t
.

In the rest of the proof we will show that T = Q−1P ∈ GL2(Z) induces a Zp-module
isomorphism between GA,p and GB,p for any p ∈ S(A). (In fact, one can show that T can
be chosen to be in SL2(Z), but T ∈ GL2(Z) is enough for our purpose.)

For any m, km ∈ N ∪ {0} we have

(B′)km(A′)−me1 = µkm1 λ−m1 e1.

By assumption, λ1 and µ1 have the same prime divisors, hence for any m ∈ N∪{0} there
exists km ∈ N ∪ {0} big enough so that

(5.1) (B′)km(A′)−me1 ∈ Z2.
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Let p ∈ S ′(A). By assumption, prime divisors of λ2 are among prime divisors of λ1,
hence p divides λ1 and does not divide λ2. In particular, p does not divide λ1 − λ2 and
hence, M ∈ GL2(Zp), since detM divides λ1−λ2. Furthermore, for any m, km ∈ N∪{0},

(5.2) (B′)km(A′)−mu = (B′)kmλ−m2 u ∈ Z2
p,

since B′, u have integer entries, and p does not divide λ2. Since M =
(
e1 u

)
, (5.1) and

(5.2) imply

(B′)km(A′)−mM ∈ M2(Zp).
Since M ∈ GL2(Zp), we have

(5.3) (B′)km(A′)−m ∈ M2(Zp).

Recall that λi, µi have the same prime divisors, i ∈ {1, 2}. Thus, S ′(A) = S ′(B) and the
proof of (5.3) can be repeated with the roles of A and B switched. As a result, for any
n ∈ N ∪ {0} there exists kn ∈ N ∪ {0} such that

(5.4) (A′)ln(B′)−n ∈ M2(Zp).

Let T = Q−1P . Since A′ = PAP−1, B′ = QBQ−1, P,Q ∈ GL2(Z), equations (5.3),
(5.4) imply

BkmTA−m ∈ M2(Zp), AlnT−1B−n ∈ M2(Zp)
for any p ∈ S ′(A). Equivalently, T induces a Zp-module isomorphism between GA,p and
GB,p for any p ∈ S ′(A).

We are left to consider primes in S(A) that do not belong to S ′(A). Let p ∈ S(A)\S ′(A)
be such a prime. Then p divides both λ1 and λ2. Furthermore, p divides both µ1 and
µ2, since λi, µi have the same prime divisors, i ∈ {1, 2}. Then GA,p = GB,p = Q2

p by
Proposition 3.8, and clearly, any element in GL2(Q) induces a Zp-module isomorphism
between GA,p and GB,p, in particular, T .

Note that detA and detB have the same prime divisors, since λi, µi have the same
prime divisors, i ∈ {1, 2}. Also, T ∈ GL2(Z). Thus, GA

∼= GB by Lemma 3.6. �

Remark 5.2. The proof of Proposition 5.1 also gives a way to construct an isomorphism
between GA and GB provided that they are isomorphic. Namely, suppose a non-singular
A ∈ M2(Z) satisfies the assumptions of Proposition 5.1, i.e., A has eigenvalues λ1, λ2 ∈ Z,
PD(λ2) ⊆ PD(λ1), and S ′(A) 6= ∅. Let GA

∼= GB for a non-singular B ∈ M2(Z). Then
by Proposition 5.1, B has eigenvalues µ1, µ2 ∈ Z and λi, µi have the same prime divisors,
i ∈ {1, 2}. It follows from the proof of Proposition 5.1 that there exist P,Q ∈ GL2(Z)
such that

PAP−1 =

(
λ1 ∗
0 λ2

)
, QBQ−1 =

(
µ1 ∗
0 µ2

)
(or by Theorem A.1 in Appendix A below). Then T = Q−1P is an isomorphism from GA

to GB.
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Example 2. Let

A =

(
2 −2
4 8

)
, B =

(
13 5
11 7

)
.

Here A has eigenvalues 4, 6 and B has eigenvalues 2, 18. In the notation of Proposition
5.1, λ1 = 6, λ2 = 4, µ1 = 18, µ2 = 2. Also, GA

∼= GB by Proposition 5.1. We now find an
isomorphism T ∈ GL2(Q) between GA and GB, using Remark 5.2. Let

P =

(
1 1
2 1

)
, Q =

(
−1 2
−1 1

)
.

We have P,Q ∈ GL2(Z) and

PAP−1 =

(
6 0
0 4

)
, QBQ−1 =

(
18 −27
0 2

)
.

One can check directly that GPAP−1
∼= GQBQ−1 , i.e., T = Q−1P is an isomorphism from

GA to GB. Indeed, let A′ = PAP−1, B′ = QBQ−1. One can check by induction that for
k ∈ N we have

(B′)k =

(
18k αk
0 2k

)
, (B′)−k =

(
18−k βk

36k

0 2−k

)
,

where αk, βk ∈ Z and 2k−1 divides αk. Therefore, for n ∈ N we have

(B′)k(A′)−n =

(
6−n18k 4−nαk

0 4−n2k

)
, (A′)n(B′)−k =

(
18−k6n βk

36k
6n

0 2−k4n

)
.

Clearly, these imply that for any n ∈ N there exists k ∈ N such that (B′)k(A′)−n ∈ M2(Z),
since 2k−1 divides αk, and for any k ∈ N there exists n ∈ N such that (A′)n(B′)−k ∈ M2(Z).
This implies GA′ = GB′ and hence T = Q−1P is an isomorphism from GA to GB.

6. n = 2: remaining cases

6.1. Eigenvectors. In this section we consider two remaining cases: A) generic case
when the characteristic polynomial of A ∈ M2(Z) is irreducible over Q (equivalently,
eigenvalues λ1, λ2 of A are not in Q) and B) the characteristic polynomial of A is not
irreducible over Q (equivalently, λ1, λ2 ∈ Q) and the condition of section 5 does not hold,
i.e., there is a prime p ∈ Z (resp., a prime q ∈ Z) that divides λ1 (resp., λ2) and does not
divide λ2 (resp., λ1). Both cases are treated together in Theorem 6.1 below. Roughly, the
main idea is that GA

∼= GB for non-singular A,B ∈ M2(Z) if and only if eigenvectors of
A correspond to eigenvectors of B under an isomorphism between GA and GB.

Let λ1, λ2 ∈ Q denote eigenvalues of A ∈ M2(Z), let K = Q(λ1) = Q(λ2) be the
splitting field of the characteristic polynomial of A. If λ1, λ2 ∈ Z (equivalently, K = Q)
and any prime p ∈ Z dividing λ1 also divides λ2, we write PD(λ1) ⊆ PD(λ2). Recall
that S ′(A) denotes the set of all primes p ∈ Z that divide detA and do not divide TrA.
In what follows we will need the following conditions:
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(a) S ′(A) 6= ∅,

(b) either K 6= Q or K = Q, PD(λ2) 6⊆ PD(λ1), PD(λ1) 6⊆ PD(λ2) (hence, λ1 6= λ2

and A is diagonalizable).

Let B ∈ M2(Z) be non-singular and let µ1, µ2 ∈ Q denote eigenvalues of B.

Theorem 6.1. Assume conditions (a), (b) hold. Then GA
∼= GB if and only if

(1) Q(λ1) = Q(µ1) and λ1, µ1 (resp., λ2, µ2) have the same prime divisors in the ring
of integers of K = Q(λ1) = Q(µ1);

(2) there exists T ∈ GL2(R), where R is defined by (3.7), such that for any eigenvector
ui ∈ K2 of A corresponding to λi, Tui is an eigenvector of B corresponding to µi,
i = 1, 2.

Proof. The necessary part of the theorem follows from Lemma 3.4, Proposition 4.1, and
Remark 4.2.

We now show that conditions (1), (2) in Theorem 6.1 imply GA
∼= GB. Note that (1)

implies that detA, detB have the same prime divisors and a prime p ∈ Z divides both
detA and TrA if and only if p divides both detB and TrB, i.e., S = S(A) = S(B)
and S ′ = S ′(A) = S ′(B). Let T ∈ GL2(R) be such that Tui is an eigenvector of B
corresponding to µi for any eigenvector ui of A corresponding to λi, i = 1, 2. In what
follows, we will explore when T , considered as an element of GL2(Qp) via the natural
embedding Q ↪→ Qp, induces a Zp-module isomorphism between GA,p and GB,p for any
p ∈ S.

Let p ∈ S ′. Note that there is a natural embedding π : K ↪→ Qp. Indeed, it is clear if
K = Q. Let K 6= Q and let p ⊂ OK be a prime ideal of ring of integers OK of K lying
above p such that p divides λ2 in OK . Then p does not divide λ1, hence p splits in K,
and Kp = Qp. Thus, we have a natural embedding K ↪→ Kp = Qp in this case as well.
By abuse of notation, for any x ∈ K we will denote π(x) ∈ Qp by x ∈ Qp. In particular,
λ1, λ2, µ1, µ2 ∈ Zp and λ1, µ1 ∈ Z×p , λ2, µ2 ∈ pZp. Also, if wi ∈ Q2

p is an eigenvector of

A corresponding to λi, then Twi ∈ Q2
p is an eigenvector of B corresponding to µi, by

condition (2) of the theorem.

By Corollary A.2, there exists S ∈ GL2(Zp) such that

SAS−1 = M

(
λ1 0
0 λ2

)
M−1, M =

(
1 u1

0 u2

)
∈ M2(Zp),

where u2 6= 0, u1, u2 are coprime in Zp, and u2 divides λ1 − λ2. Since λ1 ∈ Z×p and
λ2 ∈ pZp, we have λ1 − λ2 ∈ Z×p , hence u2 ∈ Z×p and M ∈ GL2(Zp). Thus, there exists

L ∈ GL2(Zp), namely, L = M−1S, such that LAL−1 is diagonal, i.e.,

LAL−1 =

(
λ1 0
0 λ2

)
.
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Analogously, there exists P ∈ GL2(Zp) such that

PBP−1 =

(
µ1 0
0 µ2

)
.

In other words, there is a basis u1,u2 ∈ Z2
p (resp., a basis v1,v2 ∈ Z2

p) of Z2
p consisting of

eigenvectors of A (resp., of B) corresponding to eigenvalues λ1, λ2 (resp., µ1, µ2). Thus,

(6.1) GA,p = {n1u1 + n2u2 |n1 ∈ Zp, n2 ∈ Qp} ∼= Zp ×Qp,

(6.2) GB,p = {n1v1 + n2v2 |n1 ∈ Zp, n2 ∈ Qp} ∼= Zp ×Qp.

Let Tu1 = xv1, Tu2 = yv2, for some x, y ∈ Qp. From (6.1) and (6.2), it is easy to
see that T induces an isomorphism between GA,p and GB,p if and only if x ∈ Z×p . We
now see that T can be modified by multiplying by an appropriate power of p. Namely,
let T ′ = pγT with γ = − valp x. Then T ′ ∈ GL2(R). Since S ′ is finite, applying the

procedure to each p will result in T̃ ∈ GL2(R), which induces an isomorphism between
GA,p and GB,p for any p ∈ S ′.

Let p ∈ S\S ′. By Proposition 3.8, GA,p = GB,p = Q2
p and hence, clearly, T̃ induces a

Zp-module isomorphism between GA,p and GB,p.

Thus, we have showed that detA, detB have the same prime divisors and T̃ ∈ GL2(R)
induces an isomorphism between GA,p and GB,p for any p ∈ S. Therefore, GA

∼= GB by
Lemma 3.6. �

Remark 6.2. Note that condition (2) of Theorem 6.1 is equivalent to the condition that
A, B are diagonalizable and there exist M,N ∈ GL2(K) diagonalizing A, B, respectively,
such that T = NM−1 ∈ GL2(R). Also, it follows from the proof of Theorem 6.1, that T
is not an isomorphism between GA and GB in general, but rather there is a ∈ R× such
that aT is an isomorphism between GA and GB.

Corollary 6.3. Assume conditions (a), (b) hold. Let A,B ∈ M2(Z) be non-singular.
Assume, in addition, that A,B share the same characteristic polynomial, equivalently,
A,B are conjugate in GL2(Q). Then GA

∼= GB if and only if A,B are conjugate in
GL2(R).

6.2. Other criterions. In this section, we give additional criterions for T ∈ GL2(Q) to
define an isomorphism between GA and GB under the assumptions of Theorem 6.1. In
particular, in Lemma 6.4 below we give rational conditions, even when the characteristic
polynomial of A is irreducible, and Lemma 6.5 provides an explicit criterion for T to be an
isomorphism when A, B are conjugate over Q (unlike Corollary 6.3, which only addresses
whether GA and GB are isomorphic or not).

More precisely, let n = 1 and A ∈ Z, so that

GA = {Akc | k, c ∈ Z}.
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It is easy to check that for B ∈ Z, we have GA
∼= GB if and only if A and B have

the same prime divisors in Z if and only if there exist k, l ∈ N, P,Q ∈ Z, such that
Ak = PB, Bl = QA. Thus, in the 1-dimensional case, T : GA −→ GB is an isomorphism
(T ∈ GL1(Q)) if and only if T = 1, Ak = PB, Bl = QA for some k, l ∈ N, P,Q ∈ Z. We
have the following result that generalizes this observation from the 1-dimensional case to
the 2-dimensional one.

Lemma 6.4. Assume that conditions (a), (b) in Theorem 6.1 hold. Then T ∈ GL2(Q)
defines an isomorphism T : GA −→ GB if and only if there exist k, l ∈ N ∪ {0} and
P,Q ∈ M2(Z) such that P (resp., Q) commutes with B (resp., with A), T−1P, TQ ∈ M2(Z)
and

TAkT−1 = PB,(6.3)

T−1BlT = QA.(6.4)

Proof. First, we show that the conditions are sufficient for any non-singular A,B ∈ M2(Z)
regardless whether A, B satisfy conditions (a), (b). Indeed, (6.3) implies

T−1B−n = A−knT−1P n, n ∈ N,
since P commutes with B. Therefore, for x ∈ Z2 we have u = B−nx ∈ GB and

T−1u ∈ GA,

since T−1P n ∈ M2(Z). Hence, T−1(GB) ⊆ GA. Analogously, using (6.4), T (GA) ⊆ GB.
Thus, T : GA −→ GB is an isomorphism.

Conversely, assume T ∈ GL2(Q) and T : GA −→ GB is an isomorphism. We will show
that (6.4) holds for Q ∈ M2(Z) such that Q commutes with A and TQ ∈ M2(Z). Equation
(6.3) and corresponding conditions are proved similarly.

By Lemma 3.1, equation (3.2), there exist l ∈ N and U ∈ M2(Z) such that BlTA−1 = U .
Hence, for Q = T−1U ∈ GL2(Q) we have

T−1BlT = QA,

which gives (6.4). By definition, TQ = U ∈ M2(Z). Now we are left to show that Q
commutes with A and Q ∈ M2(Z). Let K ⊂ Q be the splitting field of the characteristic
polynomial of A. It follows from Remark 4.2 that K2 has a basis {u1,u2} consisting of
eigenvectors of A such that Tu1, Tu2 are eigenvectors of B. Therefore, to check that Q
commutes with A, it is enough to check that QAu = AQu for any eigenvector u of A.
The latter follows easily from the definition of Q and the fact that u (resp., Tu) is an
eigenvector of A (resp., B).

Finally, we show that Q has integer entries. First, note that Q = T−1U ∈ GL2(R), i.e.,
entries of Q are rational numbers with only powers of primes dividing detA (equivalently,
detB by Lemma 3.2 (ii)) in denominators. (This follows from Lemma 3.4.) Therefore,
Q ∈ M2(Z) if and only if Q ∈ M2(Zp) (under the natural embedding Z ↪→ Zp) for any
prime p ∈ Z dividing detB (i.e., p ∈ S). Furthermore, let p be a prime dividing both
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detB and TrB. By Cayley–Hamilton theorem, B2 = pC, where C ∈ M2(Z). Therefore,
replacing l by a bigger number if necessary, we get that entries of Q = T−1BlTA−1 do
not have powers of p in their denominators, i.e., Q ∈ M2(Zp).

We now assume that p ∈ Z is a prime in S ′, i.e., p divides detB and p does not
divide TrB. Since T : GA −→ GB is an isomorphism, conditions (1), (2) of Theorem
6.1 hold. Therefore, as in the proof of the sufficient part of the theorem, A (resp., B)
considered as an element of M2(Zp) has two eigenvalues λ1, λ2 ∈ Qp (resp., µ1, µ2 ∈ Qp)
such that λ1 ∈ Z×p and λ2 ∈ pZp (resp., µ1 ∈ Z×p and µ2 ∈ pZp). Moreover, there exist
M,N ∈ GL2(Zp) such that

A = M

(
λ1 0
0 λ2

)
M−1, B = N

(
µ1 0
0 µ2

)
N−1, T = N

(
x 0
0 y

)
M−1

for some x, y ∈ Q×p . Then

Q = T−1BlTA−1 = M

(
µl1
λ1

0

0
µl2
λ2

)
M−1.

Since M ∈ GL2(Zp), λ1, µ1 ∈ Z×p , λ2, µ2 ∈ pZp, for l big enough (we can always increase

the power l without violating the other conditions related to (6.4)) we have
µl1
λ1

,
µl2
λ2
∈ Zp,

i.e., Q ∈ M2(Zp).
Therefore, Q ∈ M2(Zp) for any p ∈ S and consequently, Q ∈ M2(Z). �

We now apply Lemma 6.4 in the case when matrices A, B are conjugate over Q. The
result is a useful criterion of whether a given T ∈ GL2(Q) defines an isomorphism between
GA and GB.

Lemma 6.5. Assume non-singular A,B ∈ M2(Z) have the same characteristic polynomial
irreducible over Q (in particular, A and B are conjugate in GL2(Q)) and let S ′(A) 6= ∅.
Then, T : GA −→ GB, T ∈ GL2(Q), is an isomorphism if and only if TAT−1 = B and

(6.5) T−1Bk, TAl ∈ M2(Z) for some k, l ∈ N ∪ {0}.

Proof. Assume that T : GA −→ GB is an isomorphism. Then TAT−1 = B by Remark 4.2.
Also, by Lemma 3.1, equations (3.2) for m = 1 and (3.3) for l = 1, there exist k1, t1 ∈ N
such that

Bk1TA−1 = TAk1−1 ∈ M2(Z),

At1T−1B−1 = T−1Bt1−1 ∈ M2(Z),

and (6.5) holds with k = t1 − 1, l = k1 − 1 ∈ N ∪ {0}.
Conversely, assume TAT−1 = B and (6.5) holds for some T ∈ GL2(Q). Then T is an

isomorphism by Lemma 6.4 with P = Bk, Q = Al. �
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6.3. Case A. Assume the characteristic polynomial of A ∈ M2(Z) is irreducible over Q.

Let λ ∈ Q be an eigenvalue of A and let K = Q(λ), K 6= Q. Let u =
(
u1 u2

)t ∈ K2 be
an eigenvector of A corresponding to λ. Denote

IZ(A, λ) = {m1u1 +m2u2 |m1,m2 ∈ Z} ⊂ K,

IR(A, λ) = IZ(A, λ)⊗Z R ⊂ K,

where R is defined by (3.7), i.e.,

R = Z
[

1

N

]
=
{ x

Nk

∣∣∣ x, k ∈ Z
}
, N = detA.

Since λu = Au and A has integer entries, IZ(A, λ) is a Z[λ]-module and IR(A, λ) is an
R[λ]-module.

Theorem 6.6. Suppose the characteristic polynomial of a non-singular A ∈ M2(Z) is
irreducible and there is a prime p ∈ Z that divides detA and does not divide TrA. Then
GA
∼= GB for a non-singular B ∈ M2(Z) if and only if there exist eigenvalues λ, µ ∈ Q of

A,B, respectively, such that

(1) Q(λ) = Q(µ) and λ, µ have the same prime divisors in the ring of integers of
K = Q(λ) = Q(µ);

(2) there exists x ∈ K with IR(A, λ) = xIR(B, µ).

Proof. Note that conditions (a), (b) in Theorem 6.1 hold. Assume GA
∼= GB. By Theorem

6.1, there are eigenvalues λ, µ ∈ Q of A,B, respectively, such that condition (1) in Theo-
rem 6.6 holds and there is T ∈ GL2(R) such that for an eigenvector u of A corresponding
to λ, Tu is an eigenvector of B corresponding to µ. This implies IR(A, λ) = xIR(B, µ)
for some x ∈ K and therefore, condition (2) in Theorem 6.6 holds as well.

Assume now that conditions (1), (2) in Theorem 6.6 hold. Since IR(A, λ) = xIR(B, µ),
there exists T ∈ GL2(R) such that for an eigenvector u of A corresponding to λ, Tu
is an eigenvector of B corresponding to µ. Let σ ∈ Gal(K/Q) be non-trivial. In the
notation of Theorem 6.1, λ1 = λ, λ2 = σ(λ), µ1 = µ, µ2 = σ(µ), u1 = u, u2 = σ(u),
and Tσ(u) = Tu2 is an eigenvector of B corresponding to σ(µ) = µ2. Clearly, λ2, µ2 have
the same prime divisors, since λ1, µ1 have the same prime divisors. Thus, Theorem 6.6
follows from Theorem 6.1. �

Remark 6.7. One can show that conjugate (resp., non-conjugate) in GLn(Q) non-singular
A,B ∈ Mn(Z) can equally produce isomorphic and non-isomorphic groups GA, GB (see
Examples 3, 4, 5 below). For a moment consider the special case when A,B ∈ Mn(Z) do
share the same irreducible characteristic polynomial with root λ. Latimer–MacDuffee–
Taussky theorem (Theorem 2.1 above) states that A, B are conjugate in GLn(Z) if and
only if IZ(A, λ) = xIZ(B, λ) for x ∈ Q(λ). In our case, if A,B ∈ M2(Z) share the same
irreducible characteristic polynomial with root λ and S ′(A) 6= ∅, then GA

∼= GB if and
only if IR(A, λ) = xIR(B, λ) for x ∈ Q(λ) if and only if A,B are conjugate in GL2(R)
(c.f., Corollary 6.3).
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Remark 6.8. If GA
∼= GB and n = 2, then Q(λ) = Q(µ), but Z[λ] 6= Z[µ] and R[λ] 6= R[µ]

in general (see Example 6 below).

6.4. Case B. We now apply Theorem 6.1 in the case when A ∈ M2(Z) has rational (hence,
integer) eigenvalues and assumption (b) of Theorem 6.1 holds, i.e., PD(λ2) 6⊆ PD(λ1),
PD(λ1) 6⊆ PD(λ2). In particular, A has distinct eigenvalues and hence A is diagonalizable
over Q.

Proposition 6.9. Assume A ∈ M2(Z) is non-singular with eigenvalues λ1, λ2 ∈ Z satis-
fying PD(λ2) 6⊆ PD(λ1), PD(λ1) 6⊆ PD(λ2). Let B ∈ M2(Z) be non-singular. We have
GA
∼= GB if and only if there exist P,Q ∈ GL2(Z) such that

(6.6) PAP−1 =

(
λ1 u
0 λ2

)
, QBQ−1 =

(
µ1 v
0 µ2

)
,

where λi, µi ∈ Z×, u, v ∈ Z, λi, µi have the same prime divisors, i = 1, 2, and

(6.7)
u

λ2 − λ1

ν +
v

µ2 − µ1

∈ R for ν ∈ R×,

where

R = Z
[

1

N

]
=
{ x

Nk

∣∣∣ x, k ∈ Z
}
, N = detA.

Proof. Since λ1, λ2 do not share the same prime divisors, we have λ1 6= λ2 and hence A
is diagonalizable over Q. Let µ1, µ2 ∈ Q be eigenvalues of B.

Assume GA
∼= GB. The conditions PD(λ2) 6⊆ PD(λ1), PD(λ1) 6⊆ PD(λ2) imply that

there are p, q ∈ S ′(A) such that p divides λ1 and q divides λ2. Then, by Proposition 4.1
part 1), µ1, µ2 ∈ Q and hence µ1, µ2 ∈ Z. By Proposition 4.1 part 3), we can assume
that λi and µi have the same prime divisors, i = 1, 2. In particular, µ1 6= µ2 and hence,
B is also diagonalizable over Q. By Theorem A.1, we have (6.6). Since both A,B are
diagonalizable over Q, we have(

λ1 u
0 λ2

)
= M

(
λ1 0
0 λ2

)
M−1,

(
µ1 v
0 µ2

)
= N

(
µ1 0
0 µ2

)
N−1,

where

(6.8) M =

(
1 u

λ2−λ1
0 1

)
, N =

(
1 v

µ2−µ1
0 1

)
.

By Theorem 6.1, there exist ν1, ν2 ∈ Q× such that

(6.9) T = N

(
ν1 0
0 ν2

)
M−1 ∈ GL2(R).

By direct calculation, T ∈ GL2(R) implies (6.7) with ν = −ν1/ν2 ∈ R×.
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Conversely, assume (6.6), (6.7) hold for ν = −ν1/ν2, where ν1, ν2 ∈ Z and (ν1, ν2) = 1.
Let T be defined by (6.9), where M,N are given by (6.8). Then, condition (6.7) implies
T ∈ GL2(R). By assumption, λi and µi have the same prime divisors, i = 1, 2. Therefore,
GA
∼= GB by Theorem 6.1. �

7. Examples

Example 3. [C, p. 2, Example 2] Let

A =

(
0 4
2 0

)
, B =

(
0 8
1 0

)
.

Both A and B have the same characteristic polynomial x2− 8, irreducible over Q, so that
A and B are conjugate over Q and have the same eigenvalues. Here TrA = TrB = 0,
detA = detB, and therefore, GA

∼= GB (more precisely, GA = GB) by Lemma 3.10. Also,
for a non-singular C ∈ M2(Z) we have GA

∼= GC (equivalently, GA = GC) if and only if
TrC = 2k and detC = 2l for some k ∈ N ∪ {0}, l ∈ N (by Lemma 3.10).

Example 4. [C, p. 7, Example 12] Let

A =

(
0 −6
1 1

)
, B =

(
0 −3
2 1

)
, C =

(
−6 −12
4 7

)
.

All three A, B, and C have the same characteristic polynomial h = x2 − x+ 6 with root

λ = 1+
√
−23

2
and therefore they are all conjugate to each other in GL2(Q). Moreover, A

is a companion matrix of B and C. The three matrices above give (all) three equivalence
classes of integer matrices with characteristic polynomial h up to conjugation by elements
in GL2(Z), i.e., any matrix in M2(Z) with characteristic polynomial h is GL2(Z)-conjugate
to A, B, or C, and any two matrices out of A, B, and C are not GL2(Z)-conjugate to
each other. We will explore which groups among GA, GB, and GC are isomorphic.

Clearly, we only need to check condition (2) of Theorem 6.6. It is known that there are
three Z[λ]-ideal classes generated by {1, λ}, {2, λ}, and {4, 6 +λ} corresponding to A, B,
and C, respectively ([C, p. 7]). Since detA = 6, we have 2, 3 ∈ R× and

SpanR(1, λ) = SpanR(2, λ) = SpanR(4, 6 + λ),

i.e., IR(A, λ) = IR(B, λ) = IR(C, λ). Thus, GA
∼= GB

∼= GC by Theorem 6.6. We now
find corresponding isomorphisms. Let

Λ =

(
λ 0
0 σ(λ)

)
, M =

(
−σ(λ) −λ

1 1

)
,

N =

(
−σ(λ) −λ

2 2

)
, L =

(
−6− σ(λ) −6− λ

4 4

)
,

where σ(λ) = 1−
√
−23

2
and

A = MΛM−1, B = NΛN−1, C = LΛL−1.
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Let K = Q(λ), let σ ∈ Gal(K/Q) be non-trivial, and let T ∈ GL2(Q) be an isomorphism
from GA to GB. By Remark 6.2, T ∈ GL2(R) and

(7.1) T = T (x) = N

(
x 0
0 σ(x)

)
M−1, x ∈ K.

In particular, when x = 1/2, we have T1 = T (1/2) ∈ GL2(R):

(7.2) T1 =

(
1/2 0
0 1

)
.

One can verify that T1 gives an isomorphism from GA to GB (e.g., by Lemma 6.5 with
k = 0, l = 1). Note that A, B, and C have the following principal slopes:

ωA = −σ(λ), ωB =
−σ(λ)

2
, ωC =

−6− σ(λ)

4

(see [ATW97] for the definition of a principal slope). Here ωA, ωB, ωC ∈ K and M2(K)
acts on K via fractional linear transformations:

Γ =

(
α β
γ δ

)
∈ M2(K), Γ(ωA) =

αωA + β

γωA + δ
,

so that T1 given by (8.9) is a matrix that transforms ωA to ωB, i.e., T1(ωA) = ωB (which
is equivalent to T1AT

−1
1 = B). Let

T2 =

(
1/4 −3/2
0 1

)
,

so that T2(ωA) = ωC and hence T2AT
−1
2 = C. It can be verified that T2 : GA −→ GC is

an isomorphism by Lemma 6.5 with k = 0, l = 2. Also,

T2 =
1

4
LM−1.

Example 5. [ATW97, p. 1635] Let

A =

(
−1 3
3 2

)
, B =

(
0 1
11 1

)
.

Here B is a companion matrix of A, so that A and B are conjugate in GL2(Q). It is
known (see [ATW97]) that A and B are not conjugate in GL2(Z). We will show that
GA and GB are not isomorphic. We have TrA = 1 and detA = −11, so that in the

above notation R = {m11n |m,n ∈ Z}. Here λ = 1+3
√

5
2

, K = Q(
√

5), OK = Z[ω], where

ω = 1+
√

5
2

, 3ω = λ + 1, and Z[λ] 6= OK . It is known that OK is a PID, and Z[
√

5] is not
a PID. Also, OK 6⊆ R[λ], since 1/3 6∈ R. Note that

u =

(
−ω + 1
−1

)
, v =

(
3ω − 2

11

)
are eigenvectors of A, B, respectively, corresponding to λ. Then IR(A, λ) = R[ω] and
IR(B, λ) = R[3ω]. It is easy to see that [IR(A, λ)] 6= [IR(B, λ)], i.e., there is no x ∈ K
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such that IR(A, λ) = xIR(B, λ). Indeed, if there exists x ∈ K such that R[ω] = xR[3ω],
then x is a unit in R[ω], since R[3ω] ⊂ R[ω]. Therefore, R[ω] = R[3ω], which implies
3 ∈ R×, contradiction. Hence, GA and GB are not isomorphic by Theorem 6.6.

Example 6. In this example, we have GA
∼= GC , where A and C are not conjugate in

GL2(Q). Let

A =

(
0 3
−1 1

)
, B =

(
0 −9
3 −8

)
, C =

(
−3 −6
2 −5

)
,

so that the corresponding characteristic polynomials are

hA = x2 − x+ 3, hB = hC = x2 + 8x+ 27,

respectively. Here detA, detB, and detC have the same prime divisors in Z, namely,
S = SA = SB = SC = {3} and R = RA = RB = RC = {m3n |m,n ∈ Z}. Also,
λ = (1 +

√
−11)/2 is an eigenvalue of A, µ = −3 − 2λ is an eigenvalue of B and C, so

that hA, hB, and hC share the same splitting field K = Q(
√
−11). Moreover, OK = Z[λ],

Z[λ] 6= Z[µ], and R[λ] 6= R[µ]. One could also check that λ, µ have the same prime
divisors in OK . Denote by u, v, w eigenvectors of A, B, C corresponding to λ, µ, µ,
respectively. Then

u =

(
λ− 1
−1

)
, v =

(
9

3 + 2λ

)
, w =

(
3
λ

)
,

and

IR(A, λ) = R[λ], IR(B, µ) = R[2λ], and IR(C, µ) = IR(A, λ) = R[λ].

Since 2 6∈ R×, it is easy to check that [IR(A, λ)] 6= [IR(B, µ)]. Therefore, GA is not
isomorphic to GB and GA

∼= GC by Theorem 6.6.

We now give examples, when condition (b) of Theorem 6.1 holds for rational eigenvalues
λ1, λ2 of A, i.e., PD(λ2) 6⊆ PD(λ1), PD(λ1) 6⊆ PD(λ2). In other words, there exists a
prime p ∈ Z that divides λ2 and does not divide λ1 and there exists a prime q ∈ Z that
divides λ1 and does not divide λ2. Since λ1, λ2 ∈ Q, by Theorem A.1 (see Appendix A
below), there exists S ∈ GL2(Z) such that SAS−1 is upper-triangular.

Example 7. Let

A =

(
88 −68
34 −14

)
, B =

(
−192 304
−144 248

)
.
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Then A has eigenvalues 20, 54 and B has eigenvalues −40, 96. Let

λ1 = 20 = 22 · 5,
λ2 = 54 = 2 · 33,

µ1 = −40 = −23 · 5,
µ2 = 96 = 25 · 3,

λ2 − λ1 = 34 = 2 · 17,

µ2 − µ1 = 136 = 23 · 17.

Thus,

R = {x2u3v5w | x, u, v, w ∈ Z} .
We first conjugate A, B into upper-triangular matrices. Namely, one can show that

A = S

(
λ1 0
0 λ2

)
S−1, S =

(
1 2
1 1

)
∈ GL2(Z),

B = P

(
µ1 8
0 µ2

)
P−1, P =

(
2 1
1 1

)
∈ GL2(Z).

Thus, in the notation of Proposition 6.9,

u = 0, v = 8,

and (6.7) becomes
u

λ2 − λ1

ν +
v

µ2 − µ1

=
8

23 · 17
=

1

17
.

Since 1/17 6∈ R, we have GA, GB are not isomorphic by Proposition 6.9.

Example 8. We keep the notation of the previous example, Example 7. Let

C =

(
87 −67
33 −13

)
, B =

(
−192 304
−144 248

)
,

where C has eigenvalues λ1 = 20, λ2 = 54, and B is the same as in Example 7. In this
case, we still have

R = {x2u3v5w | x, u, v, w ∈ Z} .
We claim that GC

∼= GB. Indeed,

C = S

(
λ1 −1
0 λ2

)
S−1, S =

(
1 2
1 1

)
∈ GL2(Z),

B = P

(
µ1 8
0 µ2

)
P−1, P =

(
2 1
1 1

)
∈ GL2(Z).

Thus, in the notation of Proposition 6.9,

u = −1, v = 8.
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Then (6.7) holds for ν = 2, since ν ∈ R×, λ2 − λ1 = 2 · 17, µ2 − µ1 = 23 · 17, and

u

λ2 − λ1

ν +
v

µ2 − µ1

= 0 ∈ R.

Therefore, GC
∼= GB by Proposition 6.9.

We now find an isomorphism T between GC and GB. Let

M =

(
1 −1
0 34

)
, N =

(
1 1
0 17

)
,

so that

C ′ =

(
λ1 −1
0 λ2

)
= M

(
λ1 0
0 λ2

)
M−1, B′ =

(
µ1 8
0 µ2

)
= N

(
µ1 0
0 µ2

)
N−1.

Define

T = PN

(
1 0
0 −1

)
M−1S−1 =

(
−5/2 9/2
−3/2 5/2

)
.

One can check that T defines an isomorphism T : GC −→ GB. Indeed, let

T ′ = N

(
1 0
0 −1

)
M−1 =

(
1 0
0 −1/2

)
.

First, we will use Lemma 3.6 to show that T ′ is an isomorphism from GC′ to GB′ . Indeed,
detC ′, detB′ have the same prime divisors, S = {2, 3, 5}, and S ′ = {3, 5}. Clearly,
T ′ ∈ GL2(R) and we are left to show that T ′ induces a Zp-module isomorphism from
GC′,p to GB′,p for any p ∈ S (as in the proof of Theorem 6.1). By Proposition 3.8, for
p = 2, GC′,2 = GB′,2 = (Q2)2 and clearly, T ′ induces an isomorphism between GC′,2 and
GB′,2. For p = 3, 5, we have M,N ∈ GL2(Zp). Let M =

(
u1 u2

)
, N =

(
v1 v2

)
. Hence,

T ′u1 = v1, T ′u2 = −v2,

GC′,3 = {n1u1 + n2u2 |n1 ∈ Z3, n2 ∈ Q3} ,

GB′,3 = {n1v1 + n2v2 |n1 ∈ Z3, n2 ∈ Q3} ,

GC′,5 = {n1u1 + n2u2 |n1 ∈ Q5, n2 ∈ Z5} ,

GB′,5 = {n1v1 + n2v2 |n1 ∈ Q5, n2 ∈ Z5} ,

and T ′(GC′,p) = GB′,p. Therefore, T ′ is an isomorphism from GC′ to GB′ by Lemma 3.6.
Recall that C = SC ′S−1, B = PB′P−1, T = PT ′S−1, where P, S ∈ GL2(Z). Thus, T
induces an isomorphism from GC to GB.
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8. Applications

8.1. Toroidal solenoids. Recall that GA
∼= GB for non-singular A,B ∈ Mn(Z) if and

only if the corresponding toroidal solenoids SA, SB are homeomorphic (see Introduc-
tion for more detail). Using Theorem 6.6, one can now obtain certain results about the
number of isomorphism classes of groups GA or, equivalently, homeomorphism classes of
2-dimensional toroidal solenoids. Namely, let λ ∈ Q be an algebraic integer, K = Q(λ).
Let d = NK/Q(λ) be the norm of λ and let

R = Z
[

1

d

]
=
{ x
dk

∣∣∣ x, k ∈ Z
}
⊂ Q.

Define an equivalence relation on non-zero finitely-generated Z[λ]-modules I, I ′ ⊂ K via
I ∼Z I

′ if and only if I = xI ′ for x ∈ K×. It is well-known that the number h(λ) of the
corresponding equivalence classes (also called Z[λ]-ideal classes) is finite. Also, if λ is an
eigenvalue of A ∈ Mn(Z), then IZ(A, λ) is a non-zero finitely-generated Z[λ]-module (see
the paragraph before Theorem 6.6 for more detail). Moreover, if χ ∈ Z[t] is the minimal
polynomial of λ of degree n, then by Latimer–MacDuffee–Taussky Theorem (Theorem 2.1
above), Z[λ]-ideal classes correspond to GLn(Z)-conjugacy classes of matrices in Mn(Z)
with characteristic polynomial χ. More precisely, if A,B ∈ Mn(Z) have characteristic
polynomial χ, then there exists S ∈ GLn(Z) such that SAS−1 = B if and only if IZ(A, λ) =
xIZ(B, λ) for x ∈ K×.

We define another equivalence relation on non-zero finitely-generated Z[λ]-modules
I, I ′ ⊂ K via I ∼R I ′ if and only if I ⊗Z R = x(I ′ ⊗Z R) for x ∈ K×. We call the
corresponding equivalence classes R[λ]-ideal classes. Since h(λ) is finite and I ∼Z I ′

implies I ∼R I ′, the number N(λ) of R[λ]-ideal classes is also finite and N(λ) ≤ h(λ).
Together with Theorem 6.6, that proves the following

Corollary 8.1. Let λ ∈ Q be an algebraic integer of degree 2. The number N(λ) of
isomorphism classes [GA] (equivalently, N(λ) is the number of homeomorphism classes
[SA]) with A ∈ M2(Z) having λ as its eigenvalue is equal to the number of R[λ]-ideal
classes.

Using Theorem 6.6 and Corollary 8.1, one can also effectively answer questions of the
form:

Question 1. Given monic quadratic polynomials χ1, χ2 ∈ Z[t], describe all non-singular
A,B ∈ M2(Z) such that χ1 is the characteristic polynomial of A, χ2 is the characteristic
polynomial of B, and GA

∼= GB (equivalently, SA ∼= SB).

Question 2. Given a non-singular A ∈ M2(Z), describe all non-singular B ∈ M2(Z) such
that GA

∼= GB (equivalently, SA ∼= SB).

Let χ1 = x2 + a1x + a2, a1, a2 ∈ Z. For simplicity, assume the generic case, i.e., χ1 is
irreducible and there is a prime p ∈ Z that divides a2 and does not divide a1. Then if χ1

is the characteristic polynomial of A ∈ M2(Z), the assumptions of Theorem 6.6 hold. To
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answer Question 1, one first checks that there are roots λi ∈ Q of χi, i = 1, 2, such that
condition (1) of Theorem 6.6 holds, namely, Q(λ1) = Q(λ2) and prime decompositions
of ideals (λ1), (λ2) have the same prime ideals in the ring of integers of Q(λ1) = Q(λ2).
If this is the case, one looks at finitely many Z[λ1]- and Z[λ2]-ideal classes and decides
which ones satisfy condition (2) of Theorem 6.6. More precisely, if [Ii] is a Z[λi]-ideal class,
i = 1, 2, whether I1 ⊗Z R = x(I2 ⊗Z R) for some x ∈ Q(λ1). Corresponding matrices
A, B can then be recovered from I1, I2. Question 2 can be handled similarly. Finally,
Questions 1 and 2 can be formulated in terms of solenoids SA, SB.

Many explicit results, examples and numerical algorithms have been accumulated re-
garding quadratic fields, their class numbers, and class numbers of subrings of their rings
of integers (see e.g., Wolfram, [W04], [K13]). Thanks to Theorem 6.6, these data can now
be useful in studying groups GA and associated solenoids.

8.2. Zn-odometers. In this section we will show how our results concerning groups GA

can be useful in studying Zn-odometers.

Zn-odometer is a dynamical system consisting of a topological space X and an action
of the group Zn on X (by homeomorphisms). There is a way to construct a Zn-odometer
out of a subgroup H of Qn that contains Zn [GPS19, p. 914]. Namely, the associated

odometer YH is the Pontryagin dual of the quotient H/Zn, i.e., YH = Ĥ/Zn. The action
of Zn on YH is given as follows. Let ρ denote the embedding

ρ : H/Zn ↪→ Qn/Zn ↪→ Tn, Tn = Rn/Zn.

Identifying Pontryagin dual T̂n of Tn with Zn, we have the induced map

ρ̂ : Zn −→ YH = Ĥ/Zn.

The action of Zn on YH is given by ρ̂. Let A ∈ Mn(Z) be non-singular. Applying the
process to the group H = GA, we get the associated Zn-odometer YGA

. For simplicity, we
denote YGA

by YA.

Another way to obtain a Zn-odometer is to consider a decreasing sequence of finite-index
subgroups of Zn

G = Zn ⊇ G1 ⊇ G2 ⊇ · · ·
and the natural maps πi : G/Gi+1 −→ G/Gi, i ∈ N. The associated Zn-odometer is the
inverse limit

(8.1) X = lim
←−

(G/Gi)

together with the natural action of Zn. For the sequence

Gi =
{
Aix

∣∣ x ∈ Zn
}
, i ∈ N,

denote by XA the corresponding odometer. Using duality, one can prove that XA and YAt

are conjugate Zn-odometers [GPS19, Theorem 2.6].
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The following theorem classifies Zn-actions on odometers YH up to various equivalences
in terms of groups H [GPS19, Theorem 1.5].

Theorem 8.2 (c.f., Theorem 1.5, [GPS19]). Let H,K be dense subgroups of Q2 such that
Z2 ⊆ H, Z2 ⊆ K. Then

(1) Z2-actions YH , YK are conjugate if and only if H = K.
(2) Z2-actions YH , YK are isomorphic if and only if there exists T ∈ GL2(Z) such that

T (H) = K.
(3) Z2-actions YH , YK are continuously orbit equivalent if and only if there exists T ∈

GL2(Q) such that detT = ±1 and T (H) = K.
(4) Z2-actions YH , YK are orbit equivalent if and only if [[H : Z2]] = [[K : Z2]].

Remark 8.3. If H is a union of an increasing sequence of finite-index extensions Hk of Zn,
k ≥ 1, then [[H : Zn]] can be defined as

[[H : Zn]] =
∞⋃
k=1

{l ∈ N | l divides [Hk : Zn]}

[GPS19, p. 917, Prop. 2.9].

In what follows we combine Theorem 8.2 and our results on groups GA to classify
odometers of the form YA, where A ∈ M2(Z) is non-singular. Since Theorem 8.2 applies
to dense subgroups of Q2, we start by analyzing when GA is dense in Q2 (Lemma 8.4).
Next, we calculate [[GA : Zn]] (Lemma 8.5).

Lemma 8.4. Let A ∈ M2(Z) be non-singular. If GA is dense in Q2, then detA 6= ±1
and ±1 are not eigenvalues of A. Conversely,

(1) if there is a prime p ∈ Z that divides both detA and TrA, then GA is dense in Q2;
(2) if there is a prime p ∈ Z that divides detA and does not divide TrA, and ±1 are not

eigenvalues of A, then GA is dense in Q2.

Proof. Let H ⊆ Qn be a subgroup and let Zn ⊆ H. It is known that H is dense in Qn if
and only if the Zn-action on YH is free. Also, the Zn-action on an odometer X defined by
(8.1) is free if and only if

(8.2)
∞⋂
i=1

Gi = {0}

[GPS19]. By above, XAt and YA are conjugate Zn-odometers, hence GA is dense in Qn if
and only if (8.2) holds for

Gi =
{

(At)ix
∣∣ x ∈ Zn

}
, i ∈ N.

Also, since the conditions in Lemma 8.4 hold for At if and only if they hold for A, without
loss of generality, we can assume that Gi’s are defined by A, i.e.,

Gi =
{
Aix

∣∣ x ∈ Zn
}
, i ∈ N.
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Note that y ∈
⋂∞
i=1Gi if and only if

(8.3) A−iy ∈ Zn for any i ∈ N.

Thus, GA is dense in Qn if and only if (8.3) for y ∈ Zn implies y = 0.

Clearly, if detA = ±1, then Gi = Zn for any i ∈ N and (8.2) does not hold. Also, if
λ = ±1 is an eigenvalue of A, then there exists an eigenvector y ∈ Zn of A corresponding
to λ. Clearly, y 6= 0 and y satisfies (8.3). This proves the necessary part of the lemma.

For the rest of the proof we assume detA 6= ±1 and n = 2. Suppose there is a prime
p ∈ Z that divides both detA and TrA. It follows from Cayley–Hamilton theorem that
A2 = p · C for a non-singular C ∈ M2(Z). Let y ∈ Z2 satisfy (8.3). Then A−2iy ∈ Z2

implies p−iy ∈ Z2 for any i. Hence, y = 0 and GA is dense in Q2. This proves statement
(1) of the lemma.

Assume there exists a prime p ∈ Z that divides detA and does not divide TrA. Let
λ1, λ2 ∈ Q be eigenvalues of A. Then λ1 6= λ2 and A is diagonalizable. Let K = Q(λ1)
with ring of integers OK and let uj ∈ K2 be eigenvectors of A corresponding to λj
(j = 1, 2). Without loss of generality, we can assume u1,u2 ∈ (OK)2. Let y ∈ Z2 satisfy
(8.3) and let

y = α1u1 + α2u2, α1, α2 ∈ K,
so that

A−iy = α1λ
−i
1 u1 + α2λ

−i
2 u2 ∈ Z2 for any i ∈ N.

By multiplying y by an appropriate integer, without loss of generality, we can assume
α1, α2 ∈ OK . As in the proof of Theorem 6.1 above, K can be embedded into Qp such
that λ1 ∈ Z×p and λ2 ∈ pZp. Under the embedding K ↪→ Qp, we have uj ∈ Z2

p, αj ∈ Zp
(j = 1, 2) and

A−iy = α1λ
−i
1 u1 + α2λ

−i
2 u2 ∈ Z2

p for any i ∈ N.
Since λ1 ∈ Z×p , λ2 ∈ pZp, this implies α2 = 0 and, therefore, y is an eigenvector of A
corresponding to λ1. Thus,

A−iy = λ−i1 y ∈ Z2 for any i ∈ N,

and y 6= 0 if and only if λ1 = ±1. This proves statement (2) of the lemma. �

Lemma 8.5. Let A ∈ Mn(Z) be non-singular, detA 6= ±1. If

detA = αpa11 p
a2
2 · · · patt ,

where α = ±1, a1, a2, . . . , at ∈ N, and p1, p2, . . . , pt ∈ N are distinct primes, then

[[GA : Zn]] =
{
pb11 p

b2
2 · · · pbtt | b1, b2, . . . , bt ∈ N ∪ {0}

}
.

Proof. We will use Remark 8.3 with H = GA and

Hk = {A−kx |x ∈ Zn}.
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For a prime p ∈ Z let x = x0 + x1 ∈ Qp, where x1 ∈ Zp and x0 ∈ Q is a “fractional”
part of x. It is well-known that the correspondence φp(x) = x0 induces a well-defined
injective homomorphism φp : Qp/Zp ↪→ Q/Z and that φ =

⊕
p φp is a group isomorphism

φ =
⊕
p

φp :
⊕
p

Qp/Zp
∼−→ Q/Z,

where p runs through all primes of Z. By composing φn with certain natural isomorphisms
as follows⊕

p

Qn
p/Znp

∼−→
⊕
p

(Qp/Zp)n
∼−→

(⊕
p

Qp/Zp

)n

φn−→ (Q/Z)n
∼−→ Qn/Zn,

we get a group isomorphism

ψ :
⊕
p

Qn
p/Znp

∼−→ Qn/Zn.

Denote Hk,p = Hk ⊗Z Zp, Hk,p ⊆ Qn
p . Then, ψ restricts to a group isomorphism

ψk :
⊕
p

Hk,p/Znp
∼−→ Hk/Zn.

Indeed, recall that A has integer entries and, therefore, for any i ∈ N the multiplication
by Ai extends to operators on Qn

p/Znp and Qn/Zn and commutes with ψ. Furthermore,

u ∈ Hk,p (resp., v ∈ Hk) if and only if Aku ∈ Znp (resp., Akv ∈ Zn).

Finally, for any p that does not divide detA we have A ∈ GLn(Zp) and, hence, Hk,p/Znp
is trivial. Therefore, ψk is an isomorphism between the following groups

ψk :
t⊕
i=1

Hk,pi/Znpi
∼−→ Hk/Zn.

Hence,

(8.4) [Hk : Zn] =
t∏
i=1

[Hk,pi : Znpi ].

Note that Hj,p = Hj+1,p for some j and a prime p ∈ Z if and only if p does not divide
detA. Also,

Znpi ⊂ Hk,pi ⊆
1

paiki
Znpi ,

and each index [Hk,pi : Znpi ] is a power of pi. Therefore, as k grows, the indices [Hk,pi : Znpi ]
become unbounded powers of pi. Together with (8.4) and Remark 8.3 this proves the
lemma. �

We are now ready to classify odometers of the form YA up to the equivalences appearing
in Theorem 8.2. The statements are direct consequences of the results of the current paper
and Theorem 8.2.
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8.3. Orbit equivalence.

Lemma 8.6. Let A,B ∈ M2(Z) be non-singular such that GA (resp., GB) is dense in Q2

(see Lemma 8.4). Then Z2-actions YA, YB are orbit equivalent if and only if detA, detB
have the same prime divisors.

Proof. Follows from Theorem 8.2 and Lemma 8.5. �

Recall that our solution to the classification problem for groups GA is split into cases.
Therefore, in what follows, we classify odometers YA based on those cases.

8.4. p | detA⇒ p |TrAp | detA⇒ p |TrAp | detA⇒ p |TrA

Lemma 8.7. Let A,B ∈ M2(Z) be non-singular such that GA (resp., GB) is dense in Q2

(see Lemma 8.4). Suppose any prime p ∈ Z that divides detA also divides TrA. Then
the following are equivalent:

(1) Z2-actions YA, YB are conjugate;
(2) Z2-actions YA, YB are isomorphic;
(3) Z2-actions YA, YB are continuously orbit equivalent;
(4) detA, detB have the same prime divisors and any prime p ∈ Z that divides detB

also divides TrB.

Proof. Follows from Lemma 3.10 and Theorem 8.2. �

8.5. PD(λ2) ⊆ PD(λ1)PD(λ2) ⊆ PD(λ1)PD(λ2) ⊆ PD(λ1). This is the case when A has rational (equivalently, integer)
eigenvalues λ1, λ2 and all prime divisors of one eigenvalue (e.g., λ2) are among prime
divisors of the other (e.g., λ1).

Lemma 8.8. Let A,B ∈ M2(Z) be non-singular such that GA (resp., GB) is dense in
Q2 (see Lemma 8.4). Let λ1, λ2 ∈ Z be eigenvalues of A. Suppose there is a prime p
that divides detA and does not divide TrA and all prime divisors of λ2 are among prime
divisors of λ1. Then

(1) Z2-actions YA, YB are conjugate if and only if there exists P ∈ GL2(Z) such that

(8.5) PAP−1 =

(
λ1 ∗
0 λ2

)
, PBP−1 =

(
µ1 ∗
0 µ2

)
, µ1, µ2 ∈ Z,

λ1 and µ1 (resp., λ2 and µ2) have the same prime divisors in Z.

(2) Z2-actions YA, YB are isomorphic if and only if continuously orbit equivalent if and
only if eigenvalues µ1, µ2 of B belong to Z and have the same prime divisors as λ1, λ2

(e.g., λ1 and µ1 (resp., λ2 and µ2) have the same prime divisors in Z).

Proof. We only need to prove that (8.5) is a necessary condition in statement (1) of the
lemma. The rest follows easily from Proposition 5.1, Remark 5.2, and Theorem 8.2.
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Assume Z2-actions YA, YB are conjugate. Hence, GA = GB by Theorem 8.2 and
eigenvalues µ1, µ2 of B belong to Z by Proposition 5.1. Assume λ1 and µ1 (resp., λ2 and
µ2) have the same prime divisors in Z (by Proposition 5.1). By assumption, there is a
prime p ∈ Z that divides λ1 and does not divide λ2. In particular, λ1 6= λ2, µ1 6= µ2, and
both A, B are diagonalizable over Q. As in Remark 5.2, there exist P,Q ∈ GL2(Z) such
that

PAP−1 =

(
λ1 ∗
0 λ2

)
, QBQ−1 =

(
µ1 ∗
0 µ2

)
.

Denote PAP−1 = Λ, QBQ−1 = M , PQ−1 = S. Then

GΛ = P (GA) = P (GB) = GSMS−1 ,

since P ∈ GL2(Z) and GA = GB by assumption. Thus, the identity T = I2 is an
isomorphism between GΛ and GSMS−1 and by Proposition 4.1, the image under T of an
eigenvector u of Λ corresponding to λ1 is an eigenvector of SMS−1 corresponding to µ1.
Since we can take u = e1 and T = I2, this implies that the 1st column of S is a multiple
of e1 and, hence, S is an upper triangular (non-singular) matrix. Therefore,

PBP−1 = SQBQ−1S−1 = SMS−1 =

(
µ1 ∗
0 µ2

)
,

which proves (8.5). �

8.6. Remaining cases. We are left with the case when there is a prime p ∈ Z that
divides detA and does not divide TrA and either A has rational (equivalently, integer)
eigenvalues λ1, λ2 such that

PD(λ2) 6⊆ PD(λ1), PD(λ1) 6⊆ PD(λ2),

or the characteristic polynomial of A is irreducible (these are the assumptions of Theorem
6.1 above). Let A,B ∈ M2(Z) be non-singular, let λ1, λ2 ∈ Q (resp., µ1, µ2 ∈ Q) denote
eigenvalues of A (resp., B), and let T ∈ GL2(Q) satisfy T (GA) = GB. Recall that by
Theorem 6.1, we have

Q(λ1) = Q(µ1) and λ1, µ1(resp., λ2, µ2) have the same(8.6)

prime divisors in the ring of integers of K = Q(λ1) = Q(µ1).

Moreover, both A and B are diagonalizable over Q and there exist M,N ∈ GL2(K) such
that

(8.7) A = M

(
λ1 0
0 λ2

)
M−1, B = N

(
µ1 0
0 µ2

)
N−1,

and T = NM−1 by Proposition 4.1 and Remark 4.2. Assume GA (resp., GB) is dense in
Q2. If Z2-actions YA, YB are conjugate (or isomorphic, or continuously orbit equivalent),
then by Theorem 8.2, we have T = I2 (or T ∈ GL2(Z), or detT = ±1) and, hence,
M = N (or NM−1 ∈ GL2(Z), or detNM−1 = ±1). This proves the following lemma:
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Lemma 8.9. Let A,B ∈ M2(Z) be non-singular such that GA (resp., GB) is dense in
Q2 (see Lemma 8.4). Assume A satisfies the assumptions of Theorem 6.1. If Z2-actions
YA, YB are conjugate (or isomorphic, or continuously orbit equivalent), then (8.6) holds,
there exist M,N ∈ GL2(K) such that (8.7) holds, and M = N (or NM−1 ∈ GL2(Z), or
detNM−1 = ±1).

It turns out that the conditions in Lemma 8.9 are also sufficient in the cases of conjugacy
and isomorphism.

Lemma 8.10. Let A,B ∈ M2(Z) be non-singular such that GA (resp., GB) is dense in
Q2 (see Lemma 8.4). Assume A satisfies the assumptions of Theorem 6.1.

(i) If (8.6) holds and there exists M ∈ GL2(K) such that (8.7) holds for N = M ,
then Z2-actions YA, YB are conjugate.

(ii) If (8.6) holds, there exist M,N ∈ GL2(K) such that (8.7) holds, and NM−1 ∈
GL2(Z), then Z2-actions YA, YB are isomorphic.

Proof. One can prove the lemma following the same steps as in the proof of Theorem
6.1. In addition, we also give a slightly different proof. First, (ii) follows easily from (i).
Indeed, assume (8.6) and (8.7) hold and let X = NM−1 ∈ GL2(Z). Then XM = N and

GXAX−1 = X(GA) = GNΛN−1 = GB, Λ =

(
λ1 0
0 λ2

)
.

Here, GXAX−1 = X(GA), since X ∈ GL2(Z), and GNΛN−1 = GB by (i) and Theorem 8.2
(clearly, GNΛN−1 is dense, since GA is dense by assumption). Since X(GA) = GB and
X ∈ GL2(Z), Z2-actions YA, YB are isomorphic by Theorem 8.2.

We now prove (i). Assume (8.6), (8.7) hold and N = M . Then A,B commute and by
Lemma 6.4 applied to T = I2, P = AkB−1, and Q = BlA−1, it is enough to show that
there exist k, l ∈ N such that AkB−1, BlA−1 ∈ M2(Z). We show that AkB−1 ∈ M2(Z) for
some k ∈ N and BlA−1 ∈ M2(Z) for some l ∈ N can be proved analogously. Note that
AkB−1 ∈ M2(Z) if and only if AkB−1 ∈ M2(Zp) for any prime p that divides detB.

Assume p ∈ Z is a prime that divides both detB and TrB. Note that (8.6) implies that
p divides both detA and TrA. It follows from Cayley–Hamilton theorem that A2 = p ·C
for a non-singular C ∈ M2(Z). Then, clearly, there exists k = k(p) ∈ N such that

A2kB−1 = pkCkB−1 ∈ M2(Zp).
Assume p ∈ Z is a prime that divides detB and does not divide TrB. Note that (8.6)

implies that p divides detA and does not divide TrA. As in the proof of Theorem 6.1, K
can be embedded into Qp such that λ1, µ1 ∈ Z×p and λ2, µ2 ∈ pZp. Moreover, there exists
L ∈ GL2(Zp) such that

A = LΛL−1.

Then N = M implies

B = L

(
µ1 0
0 µ2

)
L−1,
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and hence

AkB−1 = L

(
λk1
µ1

0

0
λk2
µ2

)
L−1.

Since λ1, µ1 ∈ Z×p , λ2, µ2 ∈ pZp, and L ∈ GL2(Zp), clearly, there is k = k(p) ∈ N such

that AkB−1 ∈ M2(Zp).
Let k′ be the maximum of all k(p), where p runs through all the prime divisors of detB.

Then, by above, Ak
′
B−1 ∈ M2(Z). Analogously, there exists l such that BlA−1 ∈ M2(Z).

Hence, T = I2 is an isomorphism between GA and GB by Lemma 6.4, and Z2-actions YA,
YB are conjugate by Theorem 8.2. �

Remark 8.11. Assume the characteristic polynomial of A is irreducible. Then the condi-
tion NM−1 ∈ GL2(Z) is equivalent to

IZ(A, λ1) = xIZ(B, µ1) for x ∈ K

(see Section 6.3 for the definition of IZ(A, λ1)).

Remark 8.12. Note that M = N implies A, B commute. However, AB = BA does not
imply conjugacy, since the ordering of eigenvalues matters. For example,

A =

(
3 0
0 5

)
, B =

(
5 0
0 3

)
,

and GA 6= GB.

Remark 8.13. It turns out that in the case of odometers YA defined by matrices A ∈
M2(Z), continuous orbit equivalence is more subtle than conjugacy and isomorphism. The
reason is that, in general, not every T = NM−1 with T ∈ GL2(R) and M,N satisfying
(8.7) defines an isomorphism between GA and GB (see Remark 6.2). General sufficient
conditions for Z2-actions YA, YB to be continuously orbit equivalent under the conditions
of Theorem 6.1 become rather technical. However, it is possible to resolve the question
in each particular case based on the techniques discussed above (see e.g., Example 11
below).

We finish the section with examples of equivalent odometers of the form YA, A ∈ M2(Z).

Example 9. Let

A =

(
0 4
2 0

)
, B =

(
0 8
1 0

)
.

In Example 3 above we showed that GA = GB. Hence, Z2-actions YA, YB are conjugate
by Theorem 8.2. Moreover, for a non-singular C ∈ M2(Z) such that GC is dense in Q2

we have Z2-actions YA, YC are conjugate if and only if GA = GC if and only if TrC = 2k
and detC = 2l for some k ∈ N ∪ {0}, l ∈ N (by Lemma 8.7).
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Example 10. Let

A =

(
2 −2
4 8

)
, B =

(
13 5
11 7

)
.

In Example 2 above we showed that there exists an isomorphism T ∈ GL2(Z) from GA

to GB. Thus, Z2-actions YA, YB are isomorphic by Theorem 8.2 and Lemma 8.4.

Example 11. Let

A =

(
0 −6
1 1

)
, B =

(
0 −3
2 1

)
,

TrA = TrB = 1, detA = detB = 6. We showed in Example 4 above that GA
∼= GB.

We now find an isomorphism T ∈ GL2(Q) such that T (GA) = GB and detT = 1, so that
Z2-actions YA, YB are continuously orbit equivalent by Theorem 8.2. Note that GA (resp.,
GB) is dense in Q2 by Lemma 8.4. Let

Λ =

(
λ 0
0 σ(λ)

)
, M =

(
−σ(λ) −λ

1 1

)
,

N =

(
−σ(λ) −λ

2 2

)
,

where λ = 1+
√
−23

2
, σ(λ) = 1−

√
−23

2
are common eigenvalues of A, B, and

A = MΛM−1, B = NΛN−1.

Let K = Q(λ), let σ ∈ Gal(K/Q) be non-trivial, and let T ∈ GL2(Q) be an isomorphism
from GA to GB. By Remark 6.2, T ∈ GL2(R) and

(8.8) T = T (x) = N

(
x 0
0 σ(x)

)
M−1, x ∈ K×.

In particular, when x = 3+
√
−23

4
, σ(x) = 3−

√
−23

4
, we have

(8.9) T =

(
1/2 −3
1 2

)
.

One can verify that T ∈ GL2(R), but T (GA) 6= GB. Let

T ′ =
1

2
T.

Then T ′(GA) = GB and detT ′ = 1. Hence, Z2-actions YA, YB are continuously orbit
equivalent by Theorem 8.2.

Example 12. Let

A =

(
−1 3
3 2

)
, B =

(
0 1
11 1

)
,

detA = detB = −11, TrA = TrB = 1. By Lemma 8.4, GA (resp., GB) is dense in Q2.
In Example 1 above we showed that GA and GB are not isomorphic. Hence, Z2-actions
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YA, YB are not continuously orbit equivalent by Theorem 8.2. However, Z2-actions YA,
YB are orbit equivalent by Lemma 8.6.

Appendix A. Similarity to a block-triangular matrix over PID

In this section we give a proof of the fact that a matrix A over a principal ideal domain
R with field of fractions of characteristic zero is similar over R to a block-triangular
matrix. This is proved in [N72, p. 50, Thm. III.12] for R = Z and the same proof
works for a general principal ideal domain (PID) with field of fractions of characteristic
zero. In particular, when R = Zp, the case of our interest. We repeat the proof here for
completeness.

Theorem A.1. Let R be a PID with field of fractions of characteristic zero and let
A ∈ Mn(R). Then there exists S ∈ GLn(R) such that

SAS−1 =


A11 ∗ · · · ∗
0 A22 · · · ∗
...

...
...

0 0 · · · Att

 ,

where each Aii is a square matrix with irreducible characteristic polynomial, i ∈ {1, 2, . . . , t},
1 ≤ t ≤ n.

Proof. Let F denote the field of fractions of R and let hA ∈ R[t] denote the characteristic
polynomial of A. If hA is irreducible, there is nothing to prove. Assume hA is not
irreducible, i.e., hA = h1h2, where h1, h2 ∈ R[t] are monic, and h1 is irreducible of degree
k, 1 ≤ k < n. Let F denote a fixed algebraic closure of F , let α ∈ F be a root of h1, and
let L = F (α). Then L is a finite separable extension of F of degree k and let O denote
the integral closure of R in L. It is known that O is a free R-module of rank k and hence
there exists a basis ω1, . . . , ωk ∈ O of O over R. Let u ∈ (F )n be an eigenvector of A
corresponding to α. Without loss of generality, we can assume that u ∈ On. Then

u = Cω, ω =
(
ω1 . . . ωk

)t
for some C ∈ Mn×k(R). Also, there exists B ∈ Mk(R) such that αω = Bω. Then

Au = ACω = αCω = CBω

and hence AC = CB, since entries of AC−CB belong to R and ω1, . . . , ωk are R-linearly
independent. Since R is a PID, matrix C has a Smith normal form, i.e., there exist
λ1, . . . , λr ∈ R− {0}, U ∈ GLn(R), and V ∈ GLk(R) such that

C = UTV, T =

(
Λ 0
0 0

)
,
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where T ∈ Mn×k(R), Λ = diag(λ1, . . . , λr) ∈ GLr(R) is a non-singular diagonal matrix,
and 1 ≤ r ≤ k. We write

U−1AU =

(
A1 A2

A3 A4

)
,

where A1 ∈ Mr(R), and A2, A3, A4 are matrices over R of appropriate sizes. It follows
from AC = CB that

(A.1)

(
A1 A2

A3 A4

)(
Λ 0
0 0

)
V =

(
Λ 0
0 0

)
V B.

Thus, A3Λ = 0, the zero (n− r)× r-matrix, and since Λ is non-singular, we have A3 = 0.
We now show that α is an eigenvalue of A1 and hence k = r. Indeed, multiplying (A.1)
by ω on the right, we get

(A.2)

(
A1 A2

A3 A4

)(
Λ 0
0 0

)
V ω =

(
Λ 0
0 0

)
V Bω = α

(
Λ 0
0 0

)
V ω,

since Bω = αω. Let v ∈ Mr×1(L) denote the first r entries of V ω ∈ Mk×1(L) and let
w = Λv. Note that v is non-zero, since ω is a basis and V is non-singular. Also, w is
non-zero, since Λ = diag(λ1, . . . , λr) is non-singular. Then (A.2) implies

A1w = αw.

Since w is non-zero, α is an eigenvalue of A1. Hence, k = r, h1 is the characteristic
polynomial of A1, and h2 is the characteristic polynomial of A4. Applying the induction
process on n, the statement of the theorem holds for A4 ∈ Mn−k(R) and therefore holds
for A. �

Corollary A.2. Let R be a PID with field of fractions F of characteristic zero. Assume
a non-singular A ∈ M2(R) has eigenvalues λ1, λ2 ∈ R, λ1 6= λ2. Then, there exists
S ∈ GL2(R) such that

SAS−1 = M

(
λ1 0
0 λ2

)
M−1, M =

(
1 u
0 v

)
, u, v ∈ R, (u, v) = 1, v | (λ1 − λ2).

Proof. Since λ1, λ2 ∈ R, the characteristic polynomial hA of A has the form

hA(t) = (t− λ1)(t− λ2) ∈ R[t].

By Theorem A.1, there exists S ∈ GL2(R) such that

SAS−1 =

(
λ1 ∗
0 λ2

)
.

We now diagonalize matrix SAS−1, namely, there exist u, v ∈ R such that v 6= 0, and

SAS−1 = M

(
λ1 0
0 λ2

)
M−1, M =

(
1 u
0 v

)
∈ M2(R).

Clearly, without loss of generality, we can assume that u, v are coprime in R. Also, it is
easy to check that SAS−1 ∈ M2(R) implies that v divides λ1 − λ2. �
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