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A random walk is a sequence of steps, where each step is generated randomly and depends only on its current position.

Random walks can be thought of as a special type of Markov chain.
Stock prices Movement of a molecule in liquid


Shuffling of a deck of cards.

Each state is one of the $n!$ permutations of the $n$ cards. We transition from one state to another by some rule. Perhaps:

- Moving a random card to a new position.
- Choosing a pair of random cards and exchanging them.


## Simple random walk

A drunk in a bar. A bar patron has had a little too much to drink and it's about time to leave the bar. There is an exit directly to his right and an exit three steps away to his left. The drunk stumbles randomly one step to the left or one step to the right with equal probability.

## Simple random walk

A drunk in a bar. A bar patron has had a little too much to drink and it's about time to leave the bar. There is an exit directly to his right and an exit three steps away to his left. The drunk stumbles randomly one step to the left or one step to the right with equal probability.

What is the probability that the drunk leaves via the right door?

## Simple random walk

A drunk in a bar. A bar patron has had a little too much to drink and it's about time to leave the bar. There is an exit directly to his right and an exit three steps away to his left. The drunk stumbles randomly one step to the left or one step to the right with equal probability.

What is the probability that the drunk leaves via the right door?

What is the transition matrix for this random walk?

## Simple random walk

A drunk in a bar. A bar patron has had a little too much to drink and it's about time to leave the bar. There is an exit directly to his right and an exit three steps away to his left. The drunk stumbles randomly one step to the left or one step to the right with equal probability.

What is the probability that the drunk leaves via the right door?

What is the transition matrix for this random walk?

What is an equilibrium solution for this random walk?
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There also exist higher-dimensional random walks.
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- Do some Markov mixing.
- Find a random partner. Announce your colors.
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What do we expect to occur?
Stand up and make some space to move around.

