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Zenilman's Anomaly Reconsidered
Fallible Reports, Ceteris Paribus, and Other Hypotheses

CHARLES F. TURNER, PHD, AND HEATHER G. MILLER, PHD

Background and Objectives: In the January–February, 1995 issue of Sexually Transmitted Diseases, Zenilman and colleagues reported a null association between incident sexually transmitted diseases (STDs) and self-reported condom use. That anomalous finding generated a flurry of letters to the editor, some of which were quite heated. This article reconsiders the Zenilman team's results.

Study Design: New statistical analyses were conducted to test two hypotheses that sought to account for the null association: (1) deviation from study protocol, and (2) differential risks of acquiring an incident STD among segments of the study population that varied by reported level of condom use.

Results: No support was found for hypotheses concerning deviation from study protocol and differential risk of acquiring an incident STD by level of condom use. Indeed, for respondents who reported multiple sexual partners, the analyses found increased rates of infection among those who reported more consistent condom use.

Conclusions: Two of the most promising hypotheses for explaining Zenilman's anomalous findings are unsupported by reanalysis of the available empirical evidence. It is still possible that respondents who reported that they used condoms consistently differed from self-reported nonusers or inconsistent users in some way that altered their risk of acquiring an STD and thus obscured the protective effects of properly used condoms. Nonetheless, as Zenilman and others suggest, fallibility in self-reports of condom use remains the primary suspect as the cause of these anomalous results. Such fallibility may be particularly pronounced when self-reported behavioral data are collected in contexts that include strong educational campaigns or other norm-setting interventions.

IN A STUDY OF PATIENTS recruited from a sexually transmitted disease (STD) clinic, Zenilman and colleagues1 found no association between the consistency of self-reported condom use and the likelihood of acquiring an incident STD.* When those findings were first announced in May, 1993 at a National Institutes of Health conference on the role of condoms in reproductive health, they ignited considerable controversy. The uproar flared anew with the publication of the study in the January–February, 1995 issue of Sexually Transmitted Diseases.2–5

Because Zenilman and coworkers used interviewer-administered questionnaires to collect behavioral data in their study, biased reporting of condom use is a likely (although unproven) cause of their anomalous results. Past research6–10 has provided persuasive evidence that self-reports of behavior can be quite fallible, particularly reports of sensitive activities like illegal drug use and sexual and contraceptive behaviors. Those studies suggest that requiring respondents to divulge such information to interviewers (rather than having them complete self-administered interviews) can introduce dramatic measurement biases.

Our suspicions in that regard are fueled by the fact that the reporting of condom use in the Zenilman team's research took place in a clinic environment in which condom use was being promoted. Given the clinic's strong encouragement of condom use, subjects might have felt an understandable tension about providing the socially desirable answer versus the accurate answer to the clinician's question—with the result that their reports might not be fully accurate.

Before accepting error in measures of self-reported condom use as the explanation for these anomalous results, we considered at length five alternative explanations.

*By the term likelihood of acquiring an incident STD, we mean the likelihood that a subject will either be reinfected with an STD after treatment with an efficacious, single-dose therapy at intake into the study or will become infected after being determined to be disease free at intake. The STDs considered in this study were gonorrhea, chlamydial infection, syphilis, and trichomoniasis.
tions. Elsewhere we consider and find unconvincing three such hypotheses:

- Deficiencies in research procedures obscured the association between condom use and incident STDs.
- The null association occurred because a substantial number of people who became infected during the study were treated elsewhere.
- The reports of condom use were accurate, but high rates of mechanical failure or incorrect usage perturbed the association between condom use and incident STDs.

In this article we present new empirical evidence derived from reanalyses of the original data. The analyses tested two further hypotheses:

- Deviation from study protocol may have induced selective sample attrition that compromised the study's ability to detect the association between condom use and incident STDs. (Self-selection biases associated with attrition in a study sample are well-known threats to the validity of inferences drawn from prospective observational studies.)
- The assumption of ceteris paribus was violated in that people reporting different levels of condom use also had different levels of objective risk of infection. That could have occurred, for example, if the risk of exposure to infected partners was not the same for subjects who reported different levels of condom use. Theoretically, there could also be differences in susceptibility (for reasons other than condom use), but that explanation seems unlikely to explain the Zenilman team's findings.

Methods

Data

We analyzed data extracted from the complete dataset of responses by 598 subjects that Zenilman and colleagues presented in Sexually Transmitted Diseases in 1995. The extracted dataset supported analyses of the following categorical variables:

C: Condom Use—Self-reported frequency of use during vaginal and anal intercourse. The variable had three response categories: always, sometimes, or never.

I: Infection—Assessed incident infections with Neisseria gonorrhoeae, Chlamydia trachomatis, Treponema pallidum, and Trichomonas vaginalis. Subjects were screened at time 1 and treated if infected. Subjects were rescreened for those STDs at time 2. This variable had two categories: infected or not infected at time 2.

S: Prior STDs—The self-reported number of STDs diagnosed before time 1. This variable was dichotomized as more than the median number of STDs reported by participants of the same gender versus less than the median for that gender.

P: Number of Sexual Partners in Past 30 Days—The self-reported number of sexual partners during the 30 days before the interview. This variable was dichotomized as one partner versus two or more partners.

G: Gender of Subject—Male or female.

N: Number of New Sexual Partners in Past 30 Days—The self-reported number of new sexual partners during the 30 days before the interview, dichotomized as none versus one or more.

T: Timing of Second Interview—A proxy variable for attrition that was based on adherence to the protocol for the time 2 interview and clinical assessment. This variable was dichotomized as (1) the second interview was completed within 2 weeks of the scheduled appointment versus (2) the second interview was completed more than 2 weeks before or after the scheduled date.

Proxy Measures

Deviation From the Study Protocol and Selective Attrition. In prospective clinical studies, it is not unusual for a subset of subjects who participate in the early phases of research to fail to return in follow-up phases—or to return at times other than those scheduled. Investigators are necessarily concerned about biases from such events being insinuated into a study's findings. A particular worry in the current study was the possibility that subjects with an incident STD might have had a different likelihood of completing the time 2 reinterview, because the interview could have been completed when subjects came in for treatment of symptoms rather than for their reinterview as scheduled in the study protocol. To test for such effects, we used the timing of the reinterview as a control variable in our analyses.

Differential Risk of Infection. We cannot measure directly all of the factors that increase a subject's risk of acquiring an incident infection. For example, we can ask subjects how many new sexual partners they have had in a given period, but they are unlikely to know with any degree of certainty whether a new partner was infected. And even if current and recent partners could be recruited as study participants, investigators would prob-
ably never have access to the universe of all subjects’ partners.

With no information on a partner’s infectivity status—obviously a central determinant of the risk a subject faces—we are left to our own devices to construct a reasonable surrogate for the extent to which the “pools” of sexual partners available to different groups vary in the risks they pose. The most reasonable surrogate indicator for infection in sexual partners is likely to be the subject’s own past history of STDs. This surrogate indicator is not without problems. In particular, we must presume that the historical data do not reflect historical differences in condom use. It is, however, the best we can do with the available data. The variable representing the reported number of lifetime STDs was dichotomized at a point that coincided with the gender-specific medians for the sample. We thus defined groups that historically had more (vp. fewer) STDs than the average man (or woman) in the sample. As a further control for differences in sexual exposures, we constructed two dichotomous variables reflecting the subjects’ number of partners in the past 30 days (variable 1: zero or one partner vs. two or more partners; variable 2: zero new partners vs. one or more new partners).

Statistical Analyses

Our analyses fit a series of hierarchical log-linear models12,13 to test whether the proposed hypotheses might account for the Zenilman team’s anomalous findings. Our intent was to discover whether a particular way of viewing the data might reveal the expected pattern of association between condom use and incident STDs for some theoretically meaningful subset of subjects.

Results

Deviation From the Protocol and Selective Attrition

As Table 1 shows, the rates of reinfection varied substantially between male subjects who returned within 2 weeks of their appointment and male subjects who did not. Yet neither subgroup’s pattern of results conformed to expectations. For both groups, the rates of reinfection were approximately equivalent for men who reported “always” and “never” using condoms.

The data for women who returned within 2 weeks of their scheduled appointment suggested a trend in the appropriate direction. For that subgroup, the rates of reinfection declined from 30% for those who reported never using condoms to 24% for those who sometimes used them and 19% for those who reported always using them. Although such results might seem encouraging, they are not statistically significant, nor is a similarly suggestive trend seen in the data provided by men. Thus, on the one hand, the empirical evidence does not rule out attrition or deviation from the study protocol as a potential contributor to the anomalous findings. On the other, it does not lend strong support to such a notion.

Differences in Risk of Sexually Transmitted Disease Infection

A subject’s likelihood of acquiring an STD during a given interval can be conceptualized as a function of five variables: (1) the infectiousness of the pathogen, (2) the susceptibility of the subject; (3) the number of new sexual partners a subject has during the interval (and the extent of exposure to each), (4) the probability that a new partner is infected with the pathogen, and (5) the infectiousness of the partner. In theory, the use of condoms should diminish a subject’s susceptibility, which in turn should be reflected in a reduced likelihood of infection. However, that proposition does not necessarily hold in the case of the Zenilman team’s data. Subjects were not randomly assigned to different levels of condom use. Thus, other STD-related factors (such as number of new partners or STD rates in the population from which those partners were selected) would not necessarily be equivalent across all subjects reporting the same level of condom use. Differences in one or more of those factors could obscure the protective effects of condom use.

Under that alternative explanation, the verbal reports of condom use obtained with interviewer-administered questionnaires might be (approximately) accurate, but a null association of condom use and incidence of STD infection could arise because the risk of exposure to infected partners was not the same for all subjects. To test that explanation, we controlled for the total number of partners and the number of new partners, and we used a subject’s history of STDs as a surrogate measure of the likelihood that his or her partners were infected (Table 2). The four-way tables for each control variable (infection by condom use by gender by STD history or by number of partners) include simple tests for the presence of an association between condom use and reinfection rates for the subpopulations defined by each row of the tables.

Although the four-way tables display much information of interest—including a demonstration that simple explanations of this sort are inadequate to account for Zenilman’s anomaly—there is little suggestion and no statistically reliable evidence that the likelihood of contracting an incident STD is associated with reported condom use for any of these subpopulations. It is possible, however, that higher-order interactions are occurring and obscuring the expected association.
### TABLE 1. Percentage of Subjects Who Were Reinfectcd at the Time of Reinterview, by Gender, Self-Reported Condom Use, and Timing of Follow-Up Interview*

<table>
<thead>
<tr>
<th>Timing of Follow-Up</th>
<th>Gender</th>
<th>Never Used Condoms</th>
<th>Sometimes Used Condoms</th>
<th>Always Used Condoms</th>
<th>$P$ Linear Association</th>
<th>$P$ Categorical Association</th>
</tr>
</thead>
<tbody>
<tr>
<td>2+ weeks outside of scheduled appointment</td>
<td>Male</td>
<td>19.6 (97)</td>
<td>34.9 (43)</td>
<td>18.9 (37)</td>
<td>0.67 .</td>
<td>0.13</td>
</tr>
<tr>
<td>Within 2 weeks of scheduled appointment</td>
<td>Male</td>
<td>10.5 (86)</td>
<td>4.0 (25)</td>
<td>11.4 (35)</td>
<td>0.97 .</td>
<td>0.51</td>
</tr>
<tr>
<td>2+ weeks outside of scheduled appointment</td>
<td>Female</td>
<td>29.9 (87)</td>
<td>24.2 (33)</td>
<td>18.5 (27)</td>
<td>0.22 .</td>
<td>0.46</td>
</tr>
<tr>
<td>Within 2 weeks of scheduled appointment</td>
<td>Female</td>
<td>23.5 (81)</td>
<td>21.7 (23)</td>
<td>29.2 (24)</td>
<td>0.63 .</td>
<td>0.81</td>
</tr>
</tbody>
</table>

*Whether the follow-up interview was completed within 2 weeks of the scheduled appointment. $P$ values are for the Mantel-Haenszel test for linear association ($df = 1$) and the likelihood ratio chi-square test for categorical association ($df = 2$). Base $N$s are shown in parentheses.

To provide a more comprehensive and statistically adequate test for such interactions, we fit a full set of hierarchical log-linear models to the five-way tables: \{ICGp,T; ICGp,T; ICPST\}—where I represents infection with an STD at follow-up, C is reported condom use, G is gender, $P_1$ is number of sexual partners in the past 30 days, $P_2$ is acquisition of a new sexual partner in the past 30 days, and $T$ is timing of the follow-up interview (whether it was within 2 weeks of the scheduled appointment; see Table 1). For each of the tables, we fit 14 log-linear models; the models began with a base model that included terms to allow explicitly for any extant associations between infection and all other variables except condom use, and between condom use and all other variables except infection. For example, for the table \{ICPST\}, our base model included terms to fit

### TABLE 2. Percentage of Subjects Who Were Reinfectcd at the Time of Reinterview, by Gender, Self-Reported Condom Use, and Control Variables*

<table>
<thead>
<tr>
<th>Control Variables</th>
<th>Gender</th>
<th>Never Used Condoms</th>
<th>Sometimes Used Condoms</th>
<th>Always Used Condoms</th>
<th>$P$ Linear Association</th>
<th>$P$ Categorical Association</th>
</tr>
</thead>
<tbody>
<tr>
<td>Partners in past 30 days</td>
<td>0–1</td>
<td>Male</td>
<td>17.1 (129)</td>
<td>25.0 (48)</td>
<td>13.7 (51)</td>
<td>0.83 .</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>11.1 (54)</td>
<td>20.0 (20)</td>
<td>19.0 (21)</td>
<td>0.31 .</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>27.2 (92)</td>
<td>20.0 (20)</td>
<td>19.2 (26)</td>
<td>0.35 .</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>26.3 (76)</td>
<td>25.0 (36)</td>
<td>28.0 (25)</td>
<td>0.92 .</td>
<td>0.97</td>
</tr>
<tr>
<td>New partners in past 30 days</td>
<td>1 or more</td>
<td>Male</td>
<td>27.8 (36)</td>
<td>28.6 (21)</td>
<td>26.7 (15)</td>
<td>0.96 .</td>
</tr>
<tr>
<td></td>
<td>Male</td>
<td>12.2 (147)</td>
<td>21.3 (47)</td>
<td>12.5 (56)</td>
<td>0.70 .</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>50.0 (10)</td>
<td>57.1 (7)</td>
<td>50.0 (4)</td>
<td>0.94 .</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>24.8 (157)</td>
<td>18.4 (49)</td>
<td>21.7 (46)</td>
<td>0.51 .</td>
<td>0.62</td>
</tr>
<tr>
<td>Prior history of STDs</td>
<td>More than median for gender</td>
<td>Male</td>
<td>11.1 (54)</td>
<td>20.0 (20)</td>
<td>19.0 (21)</td>
<td>0.31 .</td>
</tr>
<tr>
<td></td>
<td>Less than median for gender</td>
<td>Male</td>
<td>17.1 (129)</td>
<td>25.0 (48)</td>
<td>13.7 (51)</td>
<td>0.83 .</td>
</tr>
<tr>
<td></td>
<td>More than median for gender</td>
<td>Female</td>
<td>26.3 (76)</td>
<td>25.0 (36)</td>
<td>28.0 (25)</td>
<td>3.92 .</td>
</tr>
<tr>
<td></td>
<td>Less than median for gender</td>
<td>Female</td>
<td>27.2 (92)</td>
<td>20.0 (20)</td>
<td>19.2 (26)</td>
<td>0.35 .</td>
</tr>
</tbody>
</table>

*Control variables are (1) total no. of sexual partners in past 30 days, (2) no. of new sexual partners in past 30 days, and (3) prior history of STDs. $P$ values are for the Mantel-Haenszel test for linear association and the likelihood ratio chi-square test for categorical association. Base $N$s are shown in parentheses.
TABLE 3. Percentage of Subjects Who Were Reinfection at the Time of Reinterview, by Self-Reported Condom Use and Numbers of Sexual Partners in Past 30 Days

<table>
<thead>
<tr>
<th>Partners in past 30 days</th>
<th>Never Used Condoms</th>
<th>Sometimes Used Condoms</th>
<th>Always Used Condoms</th>
<th>$P$ Linear Association</th>
<th>$P$ Categorical Association</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–1</td>
<td>20.8</td>
<td>14.8</td>
<td>16.4</td>
<td>0.33</td>
<td>0.22</td>
</tr>
<tr>
<td>(296)</td>
<td>(88)</td>
<td>(110)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2+</td>
<td>20.8</td>
<td>44.4</td>
<td>38.5</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>(53)</td>
<td>(36)</td>
<td>(13)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$P$ values are for the Mantel-Haenszel test for linear association ($df = 1$) and the likelihood ratio chi-square test for categorical association ($df = 2$). Base Ns are shown in parentheses.

the marginals (IPST) and (CPST). We took that approach because our purpose was to discover associations between condom use and infection that might have been moderated by one or more other variables. In fitting the variables, we treated the three-category condom use variable as a categorical variable to allow us to detect non-monotonic, higher-order interactions.

The results of our model fitting and tests of the significance of model parameters would fill several pages, but in the end, we found relatively little in the way of an explanatory higher-order interaction. Rather than report the details of those nonfindings, we summarize the few significant or borderline results that we detected with this exercise:

- No analysis detected an interaction effect that yielded the expected protective association between consistent condom use and diminished risk of infection with an incident STD for any of the subpopulations (e.g., people with multiple partners, people with histories of more frequent STDs).
- A significant interaction effect in the reverse direction was found for some subpopulations. Considering the five-way table of infection by condom use by number of partners by past STDs by timing of follow-up, or [ICPGST], we found a significant three-way interaction, [ICP], for the three-way subtable of infection by condom use by number of partners (likelihood ratio chi-square, $L^2 = 8.8$, $df = 2$, $P < 0.05$). The three-way tabulation [ICP] is displayed in Table 3. For the 496 subjects who reported only one sexual partner in the past 30 days, the table shows a weak and statistically insignificant ($P = 0.22$) trend for increasing condom use to be associated with the decreased likelihood of having an incident STD. But for the 102 subjects who reported two or more partners during the past 30 days, the table shows a statistically significant trend in the opposite direction. For subjects with two or more partners in the prior 30 days, the rates of incident STD infections were markedly higher among subjects who reported sometimes or always using condoms (44.4% and 38.5%, respectively), compared with subjects who reported never using them (20.8%). Although the sample of people with two or more partners is small, the trend is statistically significant ($P = 0.05$).
- The same three-way interaction, [ICP], was found to be significant in the fitting of log-linear models to the five-way table [ICPGST]—infection by condom use by number of partners by gender by timing of follow-up (likelihood ratio chi-square, $L^2 = 8.0$, $df = 2$, $P < 0.05$).

**Discussion**

We share the concern of other commentators about the interpretation of the Zenilman team’s anomalous results. However, to the extent that additional evidence may be elicited through secondary analyses, we find little suggestion of a simple, satisfying explanation that would make these findings less puzzling—and less troubling. Indeed, our empirical analyses indicate that for the subpopulation of subjects who reported multiple partners, the anomaly included not merely a failure to find an association but rather the finding of a significant association in the wrong direction. In other words, higher rates of incident STDs were found among subjects who reported more consistent condom use.

We believe that these anomalous results are due to a combination of fallible responding by respondents and violations of *ceteris paribus*. Thus, across subpopulations reporting different levels of condom use, we suspect that systematic differences existed in both the extent of bias in reports of condom use and the risk of exposure to an STD.

Because these data were collected in an observational rather than an experimental study design, levels of condom use were not randomly distributed across subjects. Consequently, an infinite number of differences could be postulated. Consider the results that would arise from "strategic" condom use coupled with fallibility in reports of use. Assume, for example, that subjects who re-
ported consistent condom use had not actually used condoms correctly in 100% of their sexual encounters, whereas those who reported never using condoms had, in fact, never used them. Assume as well that respondents could assess, albeit with substantial inaccuracy, the relative risk posed by different sexual partners. (Such assessments could reflect judgments based on several factors: the nature of the relationship—for instance, spouses, steady partners, casual partners, and so forth; the extent, if any, of the partner’s sexual exposure to other potentially infected partners; or other factors that were correlated with the actual likelihood of the partner’s being infected.) If subjects attempted to use condoms “strategically” with “riskier” partners, then subjects who reported “always” using condoms could be drawing their partners from a pool that posed a much higher risk of infection than the pool that other subjects were drawing from. In the presence of such fallible reporting and errors in assessing the relative risk posed by different partners, a negative association between condom use and infection rates could easily arise.¹

The fallibility of self-reports that we posit is consistent with the Zenilman team’s own interpretation. Our finding of a negative association between condom use and incident infection rates for people with multiple partners indicates that other factors are at work as well.

We believe that Zenilman and colleagues have performed a valuable service by conducting and publishing their work and by enduring the torrent of commentary that it generated. As readers ponder the implications of this research and our reconsideration of it, we hope that they will advance beyond simplistic notions of “validated behavioral measurements.” Demonstrating a strong association between self-reports of behavior and other, independent evidence of that same behavior in one measurement context does not ensure that the same results will generalize to other measurement contexts. Neither does it indicate that those behavioral measurements have been made without error.

Understanding the conditions under which measurements yield the expected associations and those under which they do not is part of the burden of scientific measurement. Although challenges abound in measuring behavior through self-reports—and, in particular, measuring private behavior that does not usually allow for independent corroboration—those challenges are not unique and the territory is not entirely uncharted.¹⁴–¹⁶ Furthermore, failures of measurement in those domains would be consistent with the long history of measurement fallibility in other areas of science.¹⁷ As McNe- mair¹⁸ noted more than 50 years ago: “All measurement is befuddled with error. About this the scientist can and does do something: he ascertains the possible extent of the error, determines whether it is constant (biasing) or variable, or both, and ever strives to improve his instruments and his techniques.”
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