Abstract

We analyze an international migration episode for which we are able to gather individual-level data covering all relevant countries, namely the exodus of Ecuadorians to Spain and the US in the aftermath of the economic collapse of 1999. Specifically, we produce selection-corrected predictions of counterfactual individual earnings and use them to estimate a discrete-choice migration equation that allows for correlated errors across destinations and a rich structure of migration costs. We find that earnings significantly shape individual migration decisions, even in an episode in which Ecuadorians mostly chose Spain where earnings were lower than in the US, and they contribute to explaining the observed composition of migration flows. Moreover, our estimates show that changes in earnings at a particular destination have a larger effect on destination choice conditional on migration than on the scale of migration.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Why do people move across borders? And, in particular, what is the role of income differences in determining international migration flows? This is a simple yet challenging question, going back to Sjaastad (1962). Estimating the role of income in migration decisions requires predicting the earnings individuals can obtain at all alternative locations. But, of course, each individual is only observed in one single location.

A number of recent influential studies have made important contributions toward understanding the role of income in accounting for bilateral migration flows (Grogger and Hanson (2011), Belot and Hatton (2012), Ortega and Peri (2009), among several others). These studies typically use solely aggregate data, so that country-wide average income figures — specifically, GDP per capita — are used to proxy potential migrants’ earnings at destination. This choice — which is severely constrained by data availability — implicitly rests on two assumptions, namely that destination countries do not differ as far as the transferability of migrants’ skill is concerned, and that there are no individual-specific unobserved factors that simultaneously influence earnings and the decision to migrate. Still, none of these two assumptions is fully consistent with the findings of the empirical literature on the assimilation of immigrants (see Chiswick (1978) and Borjas (1985)), and the theoretical insights on migrants’ self-selection (see Roy (1951), Sjaastad (1962) or Borjas (1987)).

On the other hand, the internal migration literature (e.g. Dahl (2002); Bayer et al. (2009); Kennan and Walker (2011)) employs individual-level data. It is a well-established fact in the internal migration literature that failing to account for unobserved ability or any other factor that affects simultaneously the migration decision and expected earnings can represent a critical source of bias.

Our contribution is the estimation of an international migration model using individual-level earnings for all relevant locations collected from different sources. The model allows for unobserved individual-specific factors influencing both earnings and migration decisions, as in the Roy-Borjas model. In the estimation of the earnings equation, we control for self-selection using state-of-the-art techniques (Dahl 2002) from the internal migration literature. In the estimation of the migration decision, while controlling for a rich structure of migration costs, we relax the independence of irrelevant alternatives assumption. So that migration decisions do not respond to changes in earnings differentials but differentially to changes in earnings in the various locations.

1 De Vreyer et al. (2010) also use individual-level data collected in seven capital cities in Western Africa; they control for self-selection into migration, but their estimated migration model keeps the independence of irrelevant alternatives assumption.

Crossing the border: Self-selection, earnings and individual migration decisions

S. Bertoli a,⁎, J. Fernández-Huertas Moraga b, F. Ortega c

a CERDI, University of Auvergne, Bd. F. Mitterrand, 63, F-63000, Clermont-Ferrand, France
b FEDEA, Jorge Juan, 46, E-28001, Madrid, Spain
c Queens College CUNY, Department of Economics, 65-30 Kissena Boulevard, Flushing, NY 11367, USA

ARTICLE INFO

Article history:
Received 17 January 2011
Received in revised form 30 May 2012
Accepted 23 September 2012

JEL classification:
P22
O15
J61
D33

Keywords:
International migration
Self-selection
Earnings
Individual-level data

http://dx.doi.org/10.1016/j.jdeveco.2012.09.004
– 0304-3878/$ – see front matter © 2012 Elsevier B.V. All rights reserved.


Contents lists available at SciVerse ScienceDirect
Journal of Development Economics
journal homepage: www.elsevier.com/locate/devec

Springer
This approach is used to analyze a recent major migration episode, namely the wave of Ecuadorian migration that was triggered by the late 1990s economic crisis, when approximately 600,000 individuals left from a country with a population of 12.7 million over a few years (1999–2005). A unique feature of this migration episode is that most Ecuadorian migrants moved to just two destinations. Together the US and Spain received about 85% of all Ecuadorian migrants. We merge information on Ecuadorians contained in three comparable household surveys collected in Ecuador, the National Survey on Employment and Unemployment in the Rural and Urban Areas 2005 (ENEMDU 2005), the US, the American Community Survey on Employment and Unemployment in the Rural and Urban Areas 2007 (ACS 2007), and Spain, the National Immigrant Survey 2007 (ENI 2007).

This particular international emigration episode is also interesting for another reason. Namely, the number of Ecuadorians that migrated to Spain over our period of interest was roughly three times larger than the corresponding flow to the US (Table 1). This is puzzling given the large difference in per capita incomes between the two destinations and the existence of pre-crisis Ecuadorian migration networks in the US but not in Spain (Jokisch and Pribilsky 2002). Thus this episode poses a challenging test for any income-maximizing theory of migration.

Our main result is that earnings differences were relevant determinants of the decision to migrate, even in an episode where most migrants preferred a lower income destination (Spain) over a higher income one (the US). The estimates also show that changes in earnings at a particular destination have a larger effect on destination choice conditional on migration than on the scale of migration. Econometrically, this is the main payoff of adopting the more general nested logit structure, which captures the correlation across destinations (conditional on migration) generated by individual heterogeneity in the unobserved propensity to migrate.

Our econometric analysis confirms the empirical relevance of the argument that unobserved individual specific factors need to be adequately addressed in the choice of the estimation procedure. The application of the selection-control procedure proposed by Dahl (2002) allows us to derive counterfactual earnings which are consistent even in the presence of unobserved individual heterogeneity affecting both wages and the migration decision. Reassuringly, in this particular case, the bias connected to the reliance on simple Mincerian regressions does not appear to be large. Still, the absence of an exogenous instrument induces us to acknowledge that some bias might remain even with the adoption of the approach proposed by Dahl (2002), which marks an improvement over standard techniques. Identification in the first stage (the wage equation) relies on the non-parametric characteristics of the Dahl procedure. In order to achieve identification in the second stage (the migration equation), we use broad occupational categories to predict earnings while omitting them from the nested logit estimation.1

The time-equivalent implicit migration costs that we recover from the model imply that the cost of moving to the US is several times larger than the corresponding cost of going to Spain. This difference could be related to the cultural and linguistic proximity between Ecuador and Spain, and to the relatively more generous Spanish welfare state. We provide suggestive evidence showing that the effects of the progressive tightening of the US immigration policies, which began in the mid 1990s together with the relatively lax Spanish immigration policy towards Ecuadorians (at least until August 2003) also contributed to shape the pattern of moving costs, and policy-induced migration costs (Beine et al., 2011) indeed constrained location choice. Networks, which did play a role in this migration episode (Bertoli, 2010), probably lowered the cost of moving to the US, but their effect is overshadowed by the influence of the other country-specific factors described above. The variability of migration costs across gender and educational groups is in line with the models put forward by Chiquiar and Hanson (2005) or McKenzie and Rapoport (2010).

This paper is related to several strands of research. It is most relevant in terms of the recent work on the determinants of international migration flows, such as Grogger and Hanson (2011), Belot and Hatton (2012), Ortega and Peri (2009), Mayda (2010), Pedersen et al. (2006), Clark et al. (2007) and Bertoli and Fernández-Huertas Moraga (2011). As noted earlier, all these studies rely on aggregate data.4 In our use of individual earnings data for different countries, our work is in the vein of Clemens et al. (2008) who report wages of comparable workers with the same nationalities across different destination countries, and Batista (2008) who controls for unobserved heterogeneity when estimating individual-level counterfactual wages. In a unique, recent study, McKenzie et al. (2010) provide estimates of the gain from migration based on experimental evidence (a visa lottery). Their results suggest that it is important to control for selective migration, both in terms of observable and unobservable characteristics. None of these studies estimates a migration decision equation. Our paper is also related to other studies in the international migration literature that use micro data. Chiquiar and Hanson (2005), McKenzie and Rapoport (2010) or Fernández-Huertas Moraga (2011) study Mexico-US migration but are not concerned about the income-sensitivity of migration. Hanson and McIntosh (2010) also deal with Mexican emigration to the US and assess the factors behind long-run trends in the flows, establishing the relevance of labor supply shocks. Their work is extended to Latin American emigration in general in Hanson and McIntosh (2012). One of the channels through which labor supply shocks could be

---

1 We discuss below how the use of the nested logit takes care of the correlation induced by the reliance on occupations to predict counterfactual earnings while the potential endogeneity problem in the migration equation is not empirically relevant in this particular case.

4 Yang (2006) represents an exception, as he uses individual-level data from a single data source to estimate the sensitivity of return decisions of Filipino migrants to the income shocks due to exchange rate fluctuations.
operating are wages in origin countries so this could be seen as one of the deep causes of our results.

Methodologically, our study is related to the research on the determinants of internal migration. Some influential contributions are Nakosteen and Zimmer (1980), Falaris (1987), Falaris (1988) and, more recently, Dahl (2002), Kennan and Walker (2011) and Bayer et al. (2009). In their attention to self-selection, these studies are also related to the large literature on selection-correction methods (Heckman (1979), Lee (1983), Dubin and McFadden (1984), Dahl (2002), Bourguignon et al. (2007), Bayer et al. (2011), or Hamermesh and Donald (2008) among many others). Finally, this paper also contributes to the literature that analyzes the Ecuadorian migration episode and the crisis that generated it. Some relevant papers in this area are: Jokisch and Pribilsky (2002), Bertoli (2010), Gratton (2007), Jácome (2004) or Bertoli et al. (2011).

The rest of the paper is structured as follows. Section 2 introduces a simple migration decision model. Section 3 outlines an estimation approach that is consistent with our underlying theoretical model. Section 4 briefly sketches the salient features and the economic determinants of the Ecuadorian migration that followed the 1999 crisis. Section 5 describes the data sources that we draw upon to build our joint dataset, and it presents the relevant descriptive statistics. Then, Section 6 deals with the implementation of the estimation methodology, and Section 7 discusses the results from our individual-level estimation of the income responsiveness of international migration decisions and it analyzes the pattern of the implicit migration costs that can be recovered from the estimates of our model. Finally, Section 8 concludes.

2. The Model

We consider the following version of the Roy (1951) migration model. All individuals start out in location $j=1$. Each individual chooses whether to migrate to one of the two potential destinations ($j=2,3$). Observing all relevant variables, each individual compares the utility from migrating to each destination with the utility from staying in the location of origin, and then opts for the utility-maximizing alternative. From the point of view of the econometrician, individuals differ both in observable and unobservable characteristics. Crucially, part of the latter affects both the decision to migrate and the realization of earnings at destination. More formally, our empirical model has two inter-related equations: a discrete migration-choice Eq. (1) and a wage Eq. (2).

$$U_{ij} = V_{ij} + v_{ij} = \omega v_{ij} + x_i' \beta_j + \left( \lambda_i \sigma_i + \epsilon_{ij}^w \right)$$

$$w_{ij} = z_i' \gamma_j + \epsilon_{ij}^w = z_i' \gamma_j + \left( \pi_i \sigma_i + \epsilon_{ij}^w \right)$$

In Eq. (1), the dependent variable is the latent utility that individual $i$ attaches to location $j$. Utility includes a deterministic component ($V_{ij}$), which depends on the log of labor earnings at that location ($w_{ij}$) and on a vector of individual characteristics ($x_i$), and an unobserved stochastic component $v_{ij}$. The latter is the sum of an individual-specific term ($\sigma_i$) and an individual-location-specific shock ($\epsilon_{ij}^w$), and captures all the variables that are relevant to the decision-maker but unknown to the econometrician. For instance, $\epsilon_{ij}^w$ will be high for individuals that have relatives already living in destination $j$. We assume that $\lambda_i = 0$ whereas $\lambda_i > 0$ for $j=2,3$. Under these assumptions it is natural to interpret $\sigma_i$ as the unobserved individual propensity to migrate. Eq. (2) specifies individual log wages in each location as a function of observable ($z_i$) and unobservable characteristics ($\epsilon_{ij}^w$). Important-

To complete the description of the model we turn to the stochastic specification. We assume that all random draws in $\{v_{ij},\epsilon_{ij}^w,\epsilon_{ij}^m\}$ are independent across individuals. Moreover, random variables $\{\epsilon_{ij}^m,\epsilon_{ij}^w,\epsilon_{ij}^\sigma\}$ are, respectively, independently distributed across alternatives with c.d.f. $F^m$ and $F^w$. The c.d.f. of propensity to migrate $\sigma_i$ is $F^w$ with $E(\epsilon_i^w) = 0$ and $E(\epsilon_i^m) = 0$ for $j=2,3$. We also assume that the covariate vectors ($x_i$ and $z_i$) are uncorrelated with $\epsilon_{ij}^m$ and $\epsilon_{ij}^w$.

Individual unobserved heterogeneity in the propensity to migrate has two important implications. First, it generates a nested structure. Namely, it causes the unobservable component in the migration equation $v_{ij}$ to be correlated across destinations 2 and 3, for a given individual. Meanwhile, there is no correlation between $v_{ij}$ and the analogous terms for locations 2 and 3. Specifically.

$$E(v_{ij} | v_{ij}) = \lambda_i \lambda_j E(\sigma_i^j)$$

$$E(v_{ij} v_{ij}^j) = 0 \quad j=2,3.$$

Importantly, as a result of this pattern of correlations, destination choice conditional on migration will be highly sensitive to wage changes in a particular destination, as we discuss extensively in Section 7.3.

Secondly, unobserved heterogeneity introduces a selection bias in the estimation of the wage equation. Namely, migrants are not a random sample of the original population. That is, they will tend to have systematically high or low wage draws. For example, suppose that $\sigma_i$ is a measure of risk aversion. Less risk averse individuals will be more likely to migrate. At the same time, they will be more likely to self-select into more risky jobs, which should offer a risk premium over the wage in non-risky jobs. This selection bias has important practical implications. Naturally, in our data we only observe labor earnings in one location for each individual. Thus, the estimation of the determinants of migration choices (Eq. (1)) requires generating counterfactual earnings for the other locations that account for self-selected migration. In the context of international migration, this is the key innovation of the exercise we carry out in the following sections.

Let us briefly discuss the sources of identification in our approach. The wage regression is essentially a standard Mincer regression that accounts for self-selection into migration, where the coefficients are identified from individual variation in each location. Turning to the migration equation, the wage coefficient ($\alpha$) is identified from individual variation both within and between locations. In contrast, in studies using only macro data, the identification is purely based on the correlation between the proportion of migrants and average per capita incomes across destinations. As a result, the estimate of the earnings coefficient may suffer from omitted variable bias. It is easy to think of omitted country characteristics, such as the quality of public services or natives’ attitudes toward immigrants, that are correlated with income per capita and affect the attractiveness of a location. In contrast, Eq. (1) includes country-specific intercepts that account for all such factors.

Finally, it is well known that, in random utility models, not all the coefficients on the individual-specific characteristics in the migration equation are identified. We follow the convention of normalizing the coefficients of the original location to zero, that is, $\beta_1 = 0$. The
coefficients on the variables that are not location-specific need to be interpreted as relative to their effect on the normalizing location (the origin country in this case). Thus, we interpret \( \kappa \beta_j \) (for \( j = 2, 3 \)) as the net gain from migration to a particular destination. Obviously, \(-\kappa \beta_j\) can be interpreted as the net cost of migration to destination \( j = 2, 3 \). In our application these net costs of migration will vary at the individual level, reflecting differences in gender, age, education, marital status and household composition. Identification of the terms in the variance-covariance matrix of the migration equation depends on the stochastic specification of the model, which we discuss further in the next section.

3. Estimation

As noted already, unobserved heterogeneity in the propensity to migrate affecting also earnings has two important consequences for estimation: it creates a selection bias in the wage equation and it introduces correlation across the error terms of the location equation. Typically, due to data constraints, the versions of the Roy model that are estimated in the literature on international migration are special cases of the model above. In particular, researchers commonly assume that the unobserved terms in the latent utility equation \( \nu_i^n \) are independent across locations (Grogger and Hanson, 2011). In the context of our specific model, this amounts to assuming that \( \sigma_i = 0 \) for all \( i \). Note that under this (strong) assumption our model would not display a self-selection problem in the wage equation. Namely, it would be appropriate to assign to migrants a counterfactual wage had they not migrated equal to the average wage among non-migrants with the same observable characteristics. This approach is in stark contrast to the industry standard in the literature on international migration, where several studies have argued forcefully against ignoring individual unobserved heterogeneity in propensities to migrate correlated with the wage generating process. The richer data available to study internal migration flows has led researchers to develop techniques to estimate versions of the Roy model where self-selection into migration is taken into account (Dahl (2002), Kennan and Walker (2011) or Bayer et al. (2011), among others).

As earlier noted, we need to tackle two main challenges. First, the error terms in the migration equation may be correlated across alternatives.\(^8\) As a result, estimating a conditional logit model would not be appropriate. Instead the particular correlation structure in Eqs. (3) and (4) nicely fits the structure of the nested logit model (McFadden, 1978).\(^9\) There is yet a second challenge in the estimation of the model: our modeled unobserved heterogeneity \( \sigma_i \) in particular introduces a selection problem in the wage equation. The observed sample of individuals in a given destination may not be a random sample of the population of origin. Migrants will tend to have high migration propensities to that destination, which may systematically bias their wage draws. As a result, the estimated coefficient on the impact of income on migration \( \alpha \) is likely to be biased. Moreover, we use data on actual earnings of migrants, which requires fewer imputation assumptions that are typically made in the international migration literature, where natives’ income or GDP per capita are frequently used.

Our estimation of the system of Eqs. (1) and (2) is done in two stages. First, we estimate individual, location-specific after-tax earnings correcting for self-selection using the method in Dahl (2002). We use these estimates to produce counterfactual earnings in each location for each individual. Second, we estimate the discrete location-choice Eq. (1). The observable part of the utility associated to each location is based on the earnings predictions computed in the first stage, as well as on a number of individual controls. We make distributional assumptions that lead to a random-utility nested logit model. This model takes into account the discrete nature of the location choice in our environment (three locations) and it is able to accommodate the structure of correlations generated by our modeled unobserved heterogeneity in individual propensities to migrate. We bootstrap standard errors to account for the two-stage estimation procedure.

We next provide some further details on our estimation method. Let us start with the self-selection problem in the wage equation. We apply the correction proposed by Dahl (2002) with a small modification. First, we divide the population into mutually exclusive cells defined by observable characteristics: age, education, gender, marital status, and household size. Second, for each cell, we compute the proportion of individuals that chose to stay and work in the home country \( (j = 1) \) and the proportions that chose to migrate to each destination and work for a wage there \( (j = 2, 3) \). Here is where we slightly depart from Dahl (2002). While he limits his study to working-male individuals and disregards the issue of selection into employment, we decide not to restrict our sample and consider selection into employment and selection into migration jointly, following the discussion in Hamermesh and Donald (2008). Thus, we estimate the following selection-corrected earnings equation:

\[
\omega_{ij} = \mathbf{z}_i \gamma_j + f_j(p_{ij}) + \epsilon_{ij}^w
\]

where the new term \( f_j(p_{ij}) \) is a polynomial function of the probability that an individual \( i \) chooses location \( j \) and decides to work for a wage there, calculated as the proportion of individuals with observable characteristics in the same cell that chose to live and work in location \( j \). Intuitively, this polynomial term corrects for the fact that employed migrants to a particular destination have a higher unobserved propensity to migrate and work, which may also influence their earnings realization. The assumption behind Dahl’s method is that unobservable heterogeneity within cells is relatively small.\(^10\)

Once we obtain selection-corrected individual wages, we turn to the second stage: the discrete choice migration problem. Our location-choice equation can be estimated with a nested logit model once we assume that the individual-location-specific shock \( \nu_{ij}^{\text{est}} \) in Eq. (1) follows an Extreme Value Type-I distribution because this implies that the whole error term \( \nu_{ij} \) follows a Generalized Extreme Value distribution. Specifically, we partition the three locations into two nests: a singleton containing only the home country \((1)\) and a duplet with the two potential destinations \((2\) and \(3)\). The nested logit allows for positive correlation within nests but imposes zero correlation across nests, which is precisely the correlation structure of our model.

The parameters to be estimated are the coefficient \( \alpha \) and the vectors of coefficients \( \beta \) together with the dissimilarity coefficient \( \tau \), which controls the degree of correlation between the idiosyncratic shocks of the two alternatives in the non-trivial nest, \( \rho_{ij}^{\text{est}} \). The exact relationship is:

\[
\tau = \sqrt{1 - \rho_{ij}^{\text{est}}} \]

\(^8\) This implies that independence of irrelevant alternatives (IIA) fails.

\(^9\) A multinomial probit would be an alternative estimation method that is consistent with our model; in our three-location model the two methods are likely to deliver very similar results because of the similarity of their variance-covariance matrices. The nested logit has the advantage of closed-form expressions for the choice probabilities, which prove very useful in providing intuition for the magnitudes implied by the estimated coefficients.

\(^10\) Note that the correction term is indexed by \( j \). Thus, here we are allowing for the degree of selection to vary by destination. The correction has been shown to be more efficient when including a higher order polynomial, containing also the proportions of individuals in the other locations. We follow this approach. Bourguignon et al., (2007) compare Dahl’s estimation procedure with others previously developed and widely used by the literature: Lee, (1983) and Dubin and McFadden, (1984). They conclude that Dahl’s and their own variant of Dubin and McFadden, (1984) are preferable to Lee’s method.
We note that the latter aggregation is a function of the dissimilarity is an aggregate of the expected utilities in each possible destination. In the country relative to the expected utility from migration, which expression is a function of the expected utility associated to staying to the probability of migrating (to $\tau$). Regarding Eq. (9), the two terms on the right-hand side correspond that

$$P_{i,j} = \frac{e^{V_j}}{e^{V_i} + (e^{V_j/\tau} + e^{V_i/\tau})} \quad j = 2, 3$$

These expressions are quite intuitive. Eq. (8) characterizes the probability of staying in the country of origin (location $j = 1$). This expression is a function of the expected utility associated to staying in the country relative to the expected utility from migration, which is an aggregate of the expected utilities in each possible destination. We note that the latter aggregation is a function of the dissimilarity parameter $\tau$. When $\tau = 1$, all locations are treated symmetrically. Regarding Eq. (9), the two terms on the right-hand side correspond to the probability of migrating (to $j = 2$ or 3) times the probability of choosing destination $j$ conditional on migration. Clearly, an increase in $\tau$ increases the probability of choosing that destination both because it increases the migration rate and because it makes destination 2 more attractive relative to destination 3.

4. The Ecuadorian crisis

We now discuss the nature of the Ecuadorian exodus, which was mainly directed to the US and Spain. Ecuador was hit by a major economic and financial crisis at the end of the 1990s, induced by a remarkable series of adverse shocks. The price of oil, which still represents the single largest revenue item in the Balance of Payments and a crucial fiscal resource, reached a historical low in 1998. In the same year, the coastal provinces suffered from the floods induced by El Niño rains, which caused major infrastructure disruptions and severely hurt the agricultural sector, with a $2.6$ billion estimated damage, representing 13% of GDP (IMF, 2000). These factors compounded the macroeconomic instability existing in the country, and led to the collapse of the domestic currency, the sucre, and to a large-scale banking crisis. The Ecuadorian economic system was already de facto dollarized (Jácome, 2004), and the depreciation of the sucre impaired the ability of the debtors to pay back the dollar denominated loans they had received, thus seriously deteriorating the balance sheets of domestic banks. Notwithstanding huge injections of liquidity on the side of the Ecuadorian Central Bank and the introduction of a public blanket guarantee of all deposits, the fears of a widespread banking crisis mounted, and the government decided to freeze bank accounts in March 1999, in a desperate attempt to prevent a bank run. By the end of the year, Ecuador was experiencing a 2-digit monthly rate of inflation, and its real GDP per capita had declined by 7.6% (see Fig. 1).

The government decided to adopt the dollar as a legal tender of exchange in January 2000 to avoid the incipient risk of hyperinflation, and to try to revive credit operations at a time when 16 out of 36 domestic banks had already been closed or had gone under public stewardship (Jácome, 2004). Dollarization was implemented at a markedly undervalued conversion rate, as the decision to dollarize had not been agreed upon with international financial institutions, so that the Central Bank had to buy back the domestic monetary base with its limited holdings of foreign reserves. This induced a massive "once-and-for-all price-level adjustment" (Beckerman and Cortés-Douglas, 2002), as the consumer price index rose by 96% in 2000, and it thus imposed a heavy toll on real wages. As Fig. 1 shows, Ecuador experienced a moderately positive rate of growth in per capita GDP in 2000, which strengthened after 2001, when dollarization began to produce beneficial effects on price stability. Despite the incipient economic recovery, the crisis had produced some long lasting effects on Ecuadorian households. High inflation had substantially eroded the real value of their savings, and a large share of payments to depositors in failed banks were still pending almost ten years after the crisis (Laeven and Valencia, 2008), the government guarantees notwithstanding.

The 1998 crisis triggered an unprecedented wave of international migration out of Ecuador, with approximately 600,000 individuals leaving over the 1999–2005 period (Bertoli et al., 2011; Ramírez Gallegos and Ramírez, 2005), from a country with a total population of 12.7 million, according to the 2001 Population Census. Crucially for our analysis, Ecuadorian migrants flocked essentially to only two main destinations. Based on our estimates, the US and Spain absorbed 80% to 90% of the Ecuadorian migration induced by the crisis.12 Figs. 2 and 3 report inflows of Ecuadorians into the US and Spain on an annual basis. The bulk of the emigration wave from Ecuador to both destinations took place between 1999 and 2005. Thus we focus on this time period.

Interestingly, although the timing of migration flows is similar to both destinations, the size of the flows differs substantially. The Ecuadorian population in the US increased from 272,000 individuals before the crisis (2000 US Census) to 394,000 in 2005 (ACS 2007). In comparison, over the same period Ecuadorian inflows to Spain were three times as large. Specifically, the Ecuadorian population in Spain grew from 76,000 (2001 Spain Census) to 457,000 individuals (2006 Local Population Registry). The sudden economic collapse and the resulting surge in Ecuadorian migration at the time of the economic crisis is an important feature for our analysis. It provides an unusually clean "push shock", and it also justifies treating education as exogenous with respect to the prospect to migrate at the time of the shock.

5. Data

5.1. Data sources

Our analysis requires individual-level data for the three countries over our period of interest. We describe below the three sources that we use to create our combined dataset. For Spain, we rely on the National Immigrant Survey (or ENI in the Spanish acronym), which was conducted in 2007 on a sample of 15,500 foreign-born residents in Spain. The survey covers both the legal and the undocumented foreign-born population and it is the first nationally representative immigrant survey conducted in Spain. The timing of the Spanish survey fits well with the need to focus on the Ecuadorian migrants who left over the 1999–2005 period, as it is well known that

---

11 Daly and Zachary, (1979) and McFadden, (1978), Börsch-Supan, (1990), Herriges and Kling, (1996), Koning and Ridder, (2003) and Ibáñez, (2006), among others, establish different sets of conditions for the estimates of the parameters of a nested logit model to be consistent with utility maximization. In all of them, a dissimilarity parameter in the interval $[0,1]$ is a sufficient condition.

immigrant surveys have trouble to adequately account for very recent arrivals. For the US, we use the 2007 American Community Survey (ACS 2007). Its sample is approximately 2.5% of the resident population in the US. For Ecuador we choose the December 2005 round of the National Survey on Employment and Unemployment in the Rural and Urban Areas (or ENEMDU in the Spanish acronym). This is a nationally representative labor market survey that is conducted once a year.

The ability of the ENI 2007 and the ACS 2007 surveys to enumerate the Ecuadorian immigrants, irrespective of their legal status at destination, is key to our analysis. As far as Spain is concerned, we can observe that a very limited share of the Ecuadorians who had migrated between 1999 and 2005 did not have a legal residence permit in 2007, when the ENI survey was conducted. As discussed in Bertoli et al. (2011), this is due to the three amnesties for illegal immigrants that Spain had implemented in years 2000, 2001 and 2005. Furthermore, the Ley Orgánica 4/2000 had provided incentives for illegal immigrants to report their presence upon arrival in the local population register in order to gain access to health care and education.\(^{13}\) The registry data facilitated the task of the INE in designing the ENI 2007 survey. Turning to the US data source, we believe the 2007 round of the ACS accurately accounts for the total Ecuadorian population for our period of interest, even though the share of undocumented Ecuadorians in this period in the US was substantially higher than in Spain. Bertoli et al. (2011) compare the number of Ecuadorians (137,148) who entered the US between 1999 and 2005 according to the ACS 2007 with (i) the number of Ecuadorians (64,034) who entered the US through legal immigration provisions according to the Yearbook of Immigration Statistics (US Department of Homeland Security, various years), and with (ii) the estimated size of unauthorized immigration from Ecuador, which stands at 10,000 individuals per year (Hoefer et al., 2008). The sum of the figures from these two sources stands at around 134,000, reassuringly close to the 137,148 immigrants reported in the ACS 2007, and this further strengthens our confidence in the ability of the three datasets to give us an accurate picture of the Ecuadorian population in 1998.

We merge the three datasets, appropriately weighted. Our merged dataset contains information on age, gender, marital status, household size, education, years since migration, employment status, occupation, and labor earnings. We use labor earnings at the time of the survey as a proxy for the present discounted value of the stream of lifetime earnings in each of the three countries. Our sample is limited to all individuals who were born in Ecuador between 1949 and 1982, and (when they did so) left Ecuador between 1999 and 2005, our reference period.\(^{14}\) These individuals were between 16 and 49 years old and living in Ecuador in 1998, at the onset of the migration episode. This age restriction on the sample is common in the literature, as it covers the age group that is more likely to migrate for economic reasons. We opted for restricting by year of birth as opposed to age at the time of the survey to ensure that we compare migrants to stayers in the same birth cohort. Our final sample contains 28,122 stayers (ENEMDU 2005), 509 migrants to the US (ACS 2007), and 949 migrants to Spain (ENI 2005).\(^{15}\)

5.2. Descriptive statistics

Tables 1 and 2 present some basic descriptive statistics on stayers and migrants to the two destinations. First, Table 1 provides estimates of the magnitude of the emigration flows by gender and educational status. Overall, the emigration flow represented approximately 6% of the total Ecuadorian population in our sample. Thus, the flow was very large in relative terms following the economic collapse and this can be considered as a huge international migration episode. Still, 94% of the population chose to remain in Ecuador. This suggests that migration costs are likely to have been very high in the aftermath of the crisis. Turning now to the destinations chosen by migrants, we note that the migration flow to Spain was three times larger than the migration flow to the US, with the proportion being higher among females and non-college graduates. As we next show, labor earnings for Ecuadorians in the US were much larger than in Spain or in Ecuador. The relatively small emigration to the US suggests that the costs to migrate to the US must have been very high, compared to Spain.

Table 2 shows that Ecuadorians in the US between 1999 and 2005 were predominantly male (54%), whereas Ecuadorians in Spain were gender balanced (49% female share). Among males, 14% of the Ecuadorians in the US had a college degree and their average age was 29 years at the time of migration. In comparison, only 8% of

\(^{13}\) To date this information has not been used by Spanish authorities to track down undocumented workers, and registration represents the key document to participate in regularization processes.

\(^{14}\) Our sample does not include temporary migrants who left over our reference period, but who had already returned to Ecuador by 2007. Bertoli et al. (2011) provide evidence that the scale of return migration among recent Ecuadorian migrants was negligible during that period.

\(^{15}\) These figures amount to 70 percent of all Ecuadorians in the 2007 ACS and 77 percent in the 2007 ENI; we have also experimented restricting the sample to individuals aged 25–49 in 1998 (the more restricted sample only has half of the observations), and with different bounds for the timing of the migration episode. The results of our analysis are not sensitive to these changes in sample selection criteria.
Ecuadorian males in Spain had a college degree. Interestingly, the share of college-educated among Ecuadorian women was higher than among men in both destinations (22% in the US and 15% in Spain), but still migrants to the US were more educated, on average, than migrants to Spain. In comparison, the share of college graduates among Ecuadorians that chose to stay in Ecuador was 14% for males and 13% for females.

Table 2 also reports data on labor income, which are defined as pre-tax earnings over the 12 months prior to the survey (converted to 2005 US dollars). Clearly, earnings were the lowest in Ecuador and the highest in the US. For instance, Ecuadorian men earned, on average, $3565 in Ecuador, $15,979 in Spain, and $26,896 in the US. That is, migration to Spain and to the US is associated, respectively, to a 4-fold and a 7-fold increase in annual earnings in nominal terms. Naturally, the return to migration shrinks if we adjust for cost of living differences but it remains fairly large even then.

Table 3 reports median annual earnings and employment rates by gender and destination. Let us examine first the data on employment rates. We note that employment rates for male college graduates were very similar in the three locations (92–93%) and slightly higher in Ecuador for male non-college graduates (95 compared to 90%).

Instead, female employment rates for low-educated women were higher abroad than in Ecuador: 63% in the US and 81% in Spain, compared to 57% in Ecuador. For college-educated women, the employment rate was very similar in Ecuador and in Spain (over 80%) and lower in the US (63%). Employment rates were higher for males in all countries but the gap was small in Spain, thanks to very high female employment rates.

Turning to the earnings data, several features stand out. First, we note again the large migration premium for Ecuadorians that migrated to the US and to Spain. Second, the data reveal a large and fairly constant female penalty in earnings. Across the three locations, men earned over 40% more than women with comparable education levels. Third, the college premium differed greatly across the three locations. In Ecuador, the annual earnings of college-educated men were 2.6 times higher than the earnings of men with no college degree (the respective figure is 2.8 for women). Ecuadorian men in the US also displayed a handsome college premium of 42% (38% for women). Interestingly, the lowest college premium is found among Ecuadorians in Spain. Our data suggest that college-graduated Ecuadorian men earned the same as non-college-graduates in Spain. Similarly, college-educated women earned only 4% more than Ecuadorian women without a college degree. These figures suggest that the education credentials of Ecuadorian migrants in Spain were often not recognized by Spanish employers.

These differences in college premia are not driven by differences in length of stay in the new destination since our sample selection criteria ensure that migrants to the US and to Spain had been in the country roughly at the same time (6 years since migration, Table 2). Also, they are not the result of differences in legal status of immigrants across countries (see Bertoli et al. (2011)). These figures, which reflect the earnings of migrants at destination as opposed to the average earnings of the total population in the destination country, are not in line with the general pattern described by Grogger and Hanson (2011), who document that absolute differences in earnings between college and non-college individuals are increasing in the income level of a country, while relative differences are decreasing.

Overall, these descriptive statistics suggest three conclusions. First, the earnings of the migrants were much higher than the earnings of the stayers, particularly for low-educated Ecuadorians. The ratios of median earnings of male migrants relative to stayers ranged between 6.7 (Spain) and 9.3 (US) for Ecuadorians without a college degree and from 2.6 (Spain) to 5.1 (US) for college graduates. Similar figures are obtained for women. Second, the earnings of migrants in the US were much higher than the earnings of migrants in Spain. Third, female employment rates in the US were much lower than female employment rates in Spain. Thus, there is a great degree of variability in the

---

16 Individuals are regarded as college graduates if they have at least 4 years of college education.
17 Bertoli et al. (2011) analyze selection and sorting in the same dataset controlling for other observable characteristics. The basic message is the same one that results from the statistics shown in Table 2.
18 Earnings in the ENEMDU 2005 are reported on a monthly basis, so we have annualized them for comparability with the other sources.
19 Clemens et al. (2008) also find a 7-fold increase in nominal earnings for Ecuadorians in the US (7.3) with different sample selection criteria. When they add different controls, this ratio is reduced to around 4 or 5.
20 Recall that the Ecuadorian data is for 2005, when the economic recovery was well under way in Ecuador.
21 The lower employment rates for female Ecuadorians in the US, relative to Spain, can be probably traced back to the larger share of tied movers among the women who migrated to the US. Jokisch and Pribilsky (2002), Sánchez (2004) and Bertoli (2010) document the importance of family reunification for Ecuadorian migrants in the US.
22 It is well known that the college premium among Spanish-born individuals in Spain is lower than, for instance, among US-born individuals in the US. However, it is still positive and quantitatively important (González and Ortega, 2011).
data across destinations and observable characteristics in terms of earnings and employment outcomes.

6. Implementation

The estimation of our model can be divided into two stages. The first stage requires producing individual-level estimates of earnings for each of the three locations that account for self-selection into migration. The second stage involves the estimation of a discrete choice migration model that allows for correlation across alternatives. We compute standard errors by bootstrapping in order to account for this two-stage procedure. Let us now provide some detail on the implementation of the estimation of our model.

6.1. Selection-corrected individual earnings

6.1.1. Construction of cells

We follow the methodology in Dahl (2002),23 We build different cell structures for Ecuador and for the two destination countries, to take into account the different sample size in the three locations. For Ecuador, we define 48 different cells, defined by gender, education (college versus non-college), age (three age groups), marital status (married versus non-married) and household size (larger or smaller than two individuals). The average cell size is 586 stayers with a maximum of 2700 and a minimum of 9. For the US and Spain, the more limited sample size accounts for the different sample size in the three locations. For Ecuador, we select observations by country of choice up to the sample size with 8 cells or the finer partition with 48 cells does not affect our main results.

Identical would benefit from information affecting the propensity to migrate and work without affecting wages. We considered following the literature on selection into employment and wages (Heckman, 1979) by using household size as an instrument, but its exclusion from the earnings equation is questionable, so that our preferred specification includes household size in both steps, and the identification of the earnings equation relies on the non-parametric nature of the Dahl polynomial (defined below).25

6.1.2. Estimation of the earnings equation

We estimate the following equation for log earnings:

\[ w_{ij} = \mathbf{z}_i' \beta_j + f_j(\hat{p}_{ij}, \hat{p}_{ij}'') + \epsilon_{ij} \]  \hspace{1cm} (10)

where \( \mathbf{z}_i \) includes a constant, a college-graduate dummy, a female dummy, age and its square, household size, a marital status dummy and nine occupational dummies.26 Function \( f_j(\hat{p}_{ij}, \hat{p}_{ij}'') \) is Dahl’s correction polynomial. The exact form is a second order polynomial in the retention probability for stayers and a second order polynomial in the retention and first-best probability for migrants plus an interaction term. The inclusion of broad occupational categories in \( \mathbf{z}_i \) notably improves the prediction of counterfactual earnings and allows us to identify the earnings coefficient in the ensuing migration choice model without fully relying on non-linear functional forms. In addition, it allows us to control for a complex structure of migration costs (or net migration benefits) correlated with our observables, such as networks, employment probabilities, migration policies in both countries, welfare state, etc. (see the discussion below).

The standard errors for Eq. (10) need to take into account the fact that cell probabilities are also estimated with some error in the first step. To this end, we produce bootstrapped standard errors by running replications of the procedure in each of which we randomly select observations by country of choice up to the sample size with replacement.

6.1.3. Prediction of individual earnings for all locations

Next, we predict log earnings \( w_{ij} \) in all three locations for all individuals in the sample,27 using the estimated Eq. (10).28 As discussed

23 As a robustness check, we replicate our estimation procedure using other standard corrections for self-selection. The results do not change much. All these methods are available in Stata’s package SELMLOG, developed by Bourguignon et al. (2007).
24 Using the same cell division for migrants and stayers (either the coarser partition with 8 cells or the finer one with 48 cells) does not affect our main results.
25 The estimates are robust to the exclusion of household size from either the first step or from both steps of the estimation. These additional results are available from the authors upon request.
26 We use the 1-digit ISCO categories. US occupations are recoded from US OCC 2000 into ISCO-88 categories following Elliott and Gerova (2005).
27 We assign the elementary occupation to non-working individuals; the results are not sensitive to different assignments.
28 We also experiment with an alternative strategy to predict individual earnings. Namely, one can use actual earnings for the location that has been observed for each individual and then use predictions for the two counterfactual locations only. This barely affects our main estimates. The results from all of these auxiliary regressions are available from the authors upon request.
above, the vector $x_i$ that enters in (10) includes occupation dummies, which are observed just for the location that each individual opted for. The use of observed occupations in the prediction of individual earnings rests implicitly on the assumption that occupations are invariant across countries. What happens if occupations are endogenous to the chosen location and migrants are exposed to occupational downgrading?\textsuperscript{29} with an Ecuadorian doctor working as a taxi driver in Madrid or New York? \textsection{}\text{}7.2.1 describes the ensuing implications for our location-choice model, it provides evidence about the occupational downgrading experienced by Ecuadorian migrants to Spain, and it discusses the robustness of our estimates when dealing with the endogeneity of occupations.

\subsection{6.2. The migration choice}

Using the predicted earnings from (10), we estimate a discrete choice migration model that allows for correlation across alternatives. We can summarize it by:

$$U_{ij} = V_{ij} + \psi_{ij}$$  \hspace{0.5cm} (11)

for locations $j = 1, 2, 3$. The first term of the right-hand side is the deterministic part of utility while the second is an idiosyncratic stochastic component defined in Eq. (1). Specifically,

$$V_{ij} = \alpha \omega_{ij} + \kappa \beta_j$$  \hspace{0.5cm} (12)

The main explanatory variable for the probability of choosing a particular location is our estimate of expected log earnings at that location ($\psi_{ij}$). This estimate takes into account that migrants may not be a random sample of the original population, allowing for the degree of self-selection to vary by destination. In addition, the vector of individual earnings estimates takes into account that upon migration some individuals may be further self-selected into employment. We include controls for all the variables that were used in the previous steps: gender, education, age, marital status and household size ($\kappa$). The stochastic specification of our model implies that $\psi_{ij}$ has a Generalized Extreme Value distribution, which gives rise to the nested logit model. More specifically, we define two nests. The first nest is a singleton, containing only location 1 (Ecuador). The second nest contains locations 2 and 3 (the US and Spain).

\section{7. Results}

We estimate a two-equation Roy model for migration and earnings, which allows for unobserved heterogeneity in individual propensities to migrate that also affect earnings. Our estimation takes place in two steps, and we compute bootstrapped standard errors to account for the sequential nature of the estimation.

\subsection{7.1. Counterfactual earnings}

Recall the three main features of our earnings data. First, we use information on annual earnings of Ecuadorians in each location. Thus we do not need to rely on extrapolation based on earnings data for the native population. Second, we compute counterfactual after-tax earnings, by using the income tax schedule in each destination during our period of analysis. There are important differences in income tax rates between the three countries. As illustrated by Fig. 4, income taxes are highest in Spain and lowest in Ecuador.\textsuperscript{30} Third, we are able to include a rich set of individual characteristics, usually not available in studies that use aggregate data. It is still possible that, even controlling for individual differences in observable characteristics, unobserved heterogeneity may bias our predictions for

\textsuperscript{29} We thank a referee for bringing this issue to our attention.

\textsuperscript{30} For instance, consider an individual earning $20,000. While she would be subject to a marginal tax rate below 10 percent in Ecuador and in the US the marginal tax rate in Spain would be almost 20 percent. The difference in taxation between the US and Spain implies that the gap in after-tax earnings is even larger than the gap in pre-tax earnings between the two destinations.
counterfactual earnings. To address this concern, we produce selection-corrected earnings, which is feasible thanks to our detailed individual-level information, though the absence of an exogenous instrument entails that some bias might survive.

Let us now turn to the specification of our earnings equation. We estimate one equation for each of the three locations, on the sample of employed Ecuadorians who report positive earnings.\(^{31}\) The dependent variable is the log of after-tax annual earnings (in 2005 US dollars) for Ecuadorians in each respective location. The right-hand side includes a vector of occupational dummies, a polynomial in age, and dummies for being female, having a college degree and being married. Including occupational dummies allows for a relatively high goodness of fit, which is important in order to produce rich predictions for counterfactual earnings. For each country, we estimate two models. The first model (labeled Mincer) does not control for self-selection, and amounts to a Mincer regression augmented with occupational dummies. The second model (labeled Dahl) corrects for self-selection into migration and employment à la Dahl (2002), that is, by including a polynomial with the cell probabilities defined in the implementation section above.

The results are reported in Table 4. Let us start with the Mincer model estimates (odd data columns). Two observations are worth noting. First, our estimates imply a large college wage premium in Ecuador (34.3%), compared to the US (around 7.6%) and Spain (0%). We note that the estimates for the US and Spain have high standard errors, reflecting the limited number of observations and the fact that we are including a vector of occupation dummies, which accounts for most of the variation in earnings. Second, we also find a very large female wage penalty in the three countries, although larger in Ecuador (35.6%) than in the US (25.3%) and Spain (27.3%).

We now turn to the Dahl earnings regression models, which correct for self-selection into employment and migration. The results are reported in the even data columns of Table 4. The main observation is that the estimates are very similar to the ones obtained in the Mincer models. That is, correcting for self-selection does not seem to make a large quantitative difference in the predictions for after-tax earnings, suggesting that our rich set of observable characteristics captures most of the relevant heterogeneity. There are, however, reasons to prefer the earnings predictions that correct for self-selection. As the last row in Table 4 shows, we reject the null of joint zero values of the correction Dahl parameters for the case of Ecuador,\(^{32}\) where the estimated college premium decreases to 29.1%, consistent with the expectation that stayers have systematically higher wage draws than the college graduates who decided to leave Ecuador. Thus the next step in the estimation uses the earnings predictions that correct for selection into employment and migration. As a robustness check, we also report our main results using earnings predictions based on the Mincer models.

7.2. Location choice

We now turn to the second stage of our estimation procedure, the discrete location-choice model based on our predicted counterfactual after-tax earnings. In practice it boils down to estimating a nested logit discrete-choice model and adjusting standard errors to account for the sequential nature of our estimation procedure.

The deterministic part of the utility associated to each location is assumed to be a function of \((\log \text{ after-tax earnings, a country-specific intercept, and a list of individual controls, including age, age squared, gender, education, marital status and household size. Let us now briefly justify the choice of the variables, besides earnings. The country-specific intercepts account for differences in policies, institutions, culture, and cost of living across the three destinations. The vector of individual controls is meant to capture individual differences in the cost of migration. For instance, it is well known that women and individuals who are older, less educated, and have family ties are less likely to migrate. In particular, we note that the coefficient associated to the education variable captures only the effect operating through the cost of migration, since we are already controlling for earnings. Following the usual convention, we normalize to zero the intercept and the coefficients \(\beta_i\) of all variables that do not vary across destinations.

Table 5 presents our estimates for a number of specifications.\(^{33}\) Column 1 presents our main results. The main explanatory variable is the log of annual after-tax earnings, which are counterfactual predictions based on the selection-corrected earnings equation (Dahl model in Table 4). First, let us focus on the main coefficient of interest. The earnings coefficient \(\alpha\) is positive and highly significant (0.655), indicating that higher expected earnings at a particular country increase the probability to locate there. We also note that the bootstrapped standard errors are relatively small (0.216).\(^{34}\) Next, let us examine the robustness of this estimate across the remaining specifications. Column 2 presents the results when we use the log of pre-tax earnings, which delivers a very similar coefficient.\(^{35}\) Column 3 presents the results when we use earnings predictions that do not correct for self-selection (Mincer model in Table 4). The estimated coefficient is again very similar to the one found in column 1. In column 4 we assume that after-tax earnings enter linearly in the utility associated to each location. Again, the estimated coefficient is positive and highly significant. Finally, we consider a model that assumes no correlation across alternatives in unobservables (conditional logit). As shown in column 5, the point estimate associated to after-tax earnings is again positive (0.756) and significant, and approximately 15\% larger than in column 1.\(^{36}\) Taken together, these estimates suggest that earnings at destination are a robust determinant of migration choices. We discuss the magnitude of the effects and the coefficients associated to the individual controls below.

A second important observation is that the model with log after-tax earnings (column 1) appears to be a better specification than the model where earnings enter linearly (column 4). In particular, the estimated dissimilarity coefficient \(\gamma\) associated to specification 1 is 0.325,\(^{37}\) which implies a within-nest correlation of 0.895. In contrast, specification 4 features a poorly estimated dissimilarity coefficient equal to 77.527, which is inconsistent with random utility maximization.

We now turn to the estimated coefficients of the individual controls. First, we note that the coefficient of the college-graduate dummy is positive but not significant in our main specification (column 1). Only in column 5 we find a positive and marginally significant value. That is to say, conditional on expected earnings in each destination, education plays at most a limited role in shaping international migration decisions. Second, being female is associated to a lower probability to migrate. The estimated coefficients are marginally significant and tend to be larger in absolute value than the estimated coefficient for
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\(^{31}\) We trim 2.5\% of the observations with the highest and lowest earnings although this does not significantly affect the results.

\(^{32}\) We can observe that the correction polynomial is not significant at the 5\% confidence level in one third of the regressions in Dahl (2002), and in five out of seven regressions in De Vreyer et al. (2010).

\(^{33}\) The results are qualitatively unchanged when we omit household size from the earnings equations, thus using this variable as an instrument.

\(^{34}\) The unadjusted (no bootstrap) standard error is 0.125.

\(^{35}\) Standard errors are much lower than in column 1 because — for all other model specifications — we are not reporting bootstrapped standard errors. Clearly, that would be more appropriate but the computation is highly time-consuming and we do not use the standard errors from those models in the remaining analysis.

\(^{36}\) The direction of the bias, which is not statistically significant, is consistent with the expectation that self-selection may bias upward the estimated coefficient of earnings.

\(^{37}\) We note that 89.8\% of the estimates of this parameter in our bootstrapped replications belong to the (0,1) interval.
having a college degree. We comment on the estimates of the remaining individual controls later on, when we provide estimates of the implicit cost of migration.

The low overall level of statistical significance of the college and female dummies in Table 5 suggest that most of the rich observed patterns of selection and sorting in education in Ecuadorian migration flows must be generated by variation in expected earnings.

### 7.2.1. Occupational downgrading

As discussed in Section 6.1, our use of observed occupations in the prediction of counterfactual earnings \( \omega_{ij} \) entails the risk of magnifying (reducing) the differential in predicted earnings between Ecuador and the two destination countries for stayers (migrants), if migrants experience an occupational downgrading at destination. Though this would generate a pattern of correlation in the error term across the three locations that can be handled by the estimated nested logit, occupational downgrading might still induce an attenuation bias in the estimated \( \alpha \).

The ENI 2007 provides information about the last job that migrants held in their countries of origin before moving to Spain. Hence, for each Ecuadorian migrant we have information both on the ISCO one-digit occupation held in Spain at the time of the survey and, on the last occupation held in Ecuador before migration.\(^{38}\) This allows us to build a \( 9 \times 9 \) matrix, with each row referring to the occupation held in Spain, and each column referring to the occupation held in Ecuador before migration. The sum of the entries along the diagonal of this matrix reveals that 30.8% of the Ecuadorian migrants to Spain have the same occupations in the two countries.

If we sort the occupations according to the estimated coefficients for each occupation in the earnings equation for Ecuador,\(^{39}\) then we can define as instances of occupational downgrading (upgrading) all the entries below (above) the diagonal: 51.5% of Ecuadorian migrants to Spain experienced an occupational downgrading, while only 17.7% of the migrants experienced an occupational upgrading. These figures imply that observed occupations do provide information also about counterfactual occupations, but that occupational downgrading is widespread among Ecuadorian migrants to Spain.

How could occupational downgrading affect our estimates? From a theoretical point of view, this can be expressed as follows. Let \( \omega_{ij} \) represent the predicted earnings at destination \( j = 2, 3 \) if we correctly accounted for the (unobserved) occupational downgrading: for all stayers, we have that \( \omega_{ij} = \omega_{ij} \) and \( \omega_{ij} \) represents the predicted earnings at destination \( j = 2, 3 \) if we correctly accounted for the (unobserved) occupational downgrading: for all stayers, we have that \( \omega_{ij} = \omega_{ij} \).\(^{40}\) We can then write the utility in the two destination countries for the stayers as:

\[
U_{ij} = \alpha \omega_{ij} + x_i \beta_i + \{ \alpha(\omega_{ij} - \omega_{ij}) + \nu_{ij} \}
\]

(13)

with the term between brackets in (13) being unobservable for the econometrician, while for Ecuador, \( j = 1 \), we have that:

\[
U_{ij} = \alpha \omega_{ij} + \nu_{ij}
\]

as \( \omega_{ij} = \omega_{ij} \). If we assume that the occupational downgrading that Ecuadorian migrants experience is similar in Spain and in the US, then the error term in (13) will be positively correlated across the two destination countries, while it will be not correlated with the error term \( \nu_{ij} \) for utility in Ecuador. While such a pattern of correlation of the error term is inconsistent with the distributional assumptions that underlie the conditional logit model, it fits nicely with the distributional assumption of a nested logit model. This implies that our reliance on \( \omega_{ij} \), which reflects the assumption that occupations are invariant across locations, induces a pattern of correlation in the unobserved component of location-specific utility which can be handled by a nested logit model.

Unfortunately, the existence of occupational downgrading also induces a correlation between predicted wages \( \omega_{ij} \) and the error term \( \{ \alpha(\omega_{ij} - \omega_{ij}) + \nu_{ij} \} \) in (13), a potential source of attenuation bias.

Given the empirical relevance of the concern about the effects of occupational downgrading upon our estimates, we provide an assessment of the extent of the attenuation bias that might be induced by our reliance on observed occupations. Specifically, we drew on the information provided by the ENI 2007 on the last occupation held in Ecuador,\(^{41}\) and we computed counterfactual earnings \( \hat{\omega}_{ij} \) for a stayer holding an occupation \( l = 1, \ldots, 9 \) as:

\[
\hat{\omega}_{ij} = \gamma^2 \hat{\nu}_{ij} + \gamma^2 \omega_{ij}
\]

where \( \gamma^2 \) represents the vector of estimated coefficients for occupations in the earnings regression for \( j = 2, 3 \), and \( \omega_{ij} \) is the vector that

\[^{38}\] Regrettably, the ACS 2007 does not provide similar information for migrants to the US.

\[^{39}\] This ranking entails that, conditional upon observables, wages are decreasing along the rows and columns.

\[^{40}\] By the same token, we will have that \( \omega_{ij} > \omega_{ij} \) for migrants to either destination.

\[^{41}\] The absence of information on the last occupation in the ACS 2007 induced us to use the Spanish data also for the US.
The estimated $\alpha$ is higher when using $w^*_j$ rather than $w_j$ both for the conditional and for the nested logit model, standing respectively at 0.872 and 0.921; still, for neither of the two models we can reject the conditional and for the nested logit model, standing respectively
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(14)
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$$\begin{bmatrix}
-\frac{1}{\tau} \left( 1 - (1 - \tau) p_1 \right) \\
-\frac{1}{\tau} \left( 1 - (1 - \tau) p_2 \right) \\
-\frac{1}{\tau} \left( 1 - (1 - \tau) p_3 \right)
\end{bmatrix}$$

(15)

which is a function of the dissimilarity parameter $\tau$. It is important to note that all elements of the matrix are pre-multiplied by $\alpha$, the coefficient of log earnings in the latent utility equation. Setting the dissimilarity parameter $\tau = 1$ delivers the elasticity matrix $\Sigma^{CL}$ for the simpler conditional logit model, which we report below in Eq. (16).
on the main diagonal are all positive while off-diagonal elements are all negative, as expected since the former are own-elasticities and the latter are cross-elasticities. Second, the own elasticity for Ecuador (ε₁) is much smaller than the own elasticities for the US and Spain (respectively, ε₂ and ε₃). Namely, a 10% increase in Ecuadorian earnings leads to an increase in the probability of staying in Ecuador equal to 0.4% whereas the same percentage increase in expected earnings in the US is associated to a 16.9% increase in the probability of migrating to the US. This large asymmetry simply captures the fact that most Ecuadorians stayed in Ecuador. Second, the elasticity associated to the probability of migrating to the US or Spain in response to a change in Ecuadorian earnings equals −0.62 for both destinations. We note that ε₁₂ and ε₁₃ are between-nest cross-elasticities. Third, the within-nest cross-elasticities are also high. In particular, the elasticity of a change in Spain’s earnings on the probability of migrating to the US (ε₂₃) equals −1.07, compared to −0.33 for the change in probability of migrating to Spain in response to changes in US earnings (ε₃₂).

It is interesting to compare these elasticities to the ones that we would have obtained from the estimation of the more restricted conditional logit model. This comparison isolates the effects of unobserved individual heterogeneity in propensities to migrate (εᵢ) on our estimates of the elasticity of migration flows to wage changes across locations. Specifically, as in De Vreyer et al. (2010), we maintain unchanged the first stage of our estimation (the prediction of counterfactual earnings) but impose uncorrelated error terms in the second stage. This choice is logically inconsistent in our framework since it recognizes the potential existence of unobserved heterogeneity in the first stage but ignores it in the second.

The analytic expressions for the elasticities in matrices (15) and (16) reveals that the first row and the first column of the matrices are identical in the conditional and nested logit models. As a result, between-nest cross-elasticities are very similar in the conditional and nested logit models. In contrast, the within-nest cross-elasticities are much smaller when unobserved heterogeneity in propensities to migrate is ignored (conditional logit). It will always be the case that the response of destination choices conditional on migration to changes in wages at a particular destination are larger when unobserved heterogeneity in propensities to migrate (εᵢ) is taken into account (see footnote 43). Table 7 reports the estimated elasticities for the conditional logit, based on column 5 in Table 5. For example, an increase in expected earnings in Spain equal to 1% leads to a percentage change in the probability of migrating to the US equal to −0.04% according to the conditional logit estimates, compared to a −1.07% in the nested logit. This large discrepancy in the magnitude of the within-nest cross-effects between the two models is quite intuitive.

The higher earnings in Spain will affect the migration decisions of only a few stayers since their average draws of \( v_{i_1}^{GS} = \lambda x_i + v_{i_0}^{GS} \) are fairly low. However, many individuals who would have opted for the US will now be drawn to Spain because of their high average draws for \( v_{i_1}^{GS} \) due to a high unobserved propensity to migrate \( \epsilon_i \).

This finding has important implications for the estimation of the effects of income in determining international migration flows. In studies using aggregate data it is often assumed that bilateral migration flows from one country to another are a function of the difference in expected earnings between those two countries, as implied by the conditional logit model. However, in the presence of individual heterogeneity in the predicted earnings it is often assumed that bilateral migration flows lead to an increase in the probability of staying in Ecuador equal to 0.4% whereas the same percentage increase in expected earnings in the US is associated to a 16.9% increase in the probability of migrating to the US.

It is interesting to compare these elasticities to the ones that we would have obtained from the estimation of the more restricted conditional logit model. This comparison isolates the effects of unobserved individual heterogeneity in propensities to migrate (εᵢ) on our estimates of the elasticity of migration flows to wage changes across locations. Specifically, as in De Vreyer et al. (2010), we maintain unchanged the first stage of our estimation (the prediction of counterfactual earnings) but impose uncorrelated error terms in the second stage. This choice is logically inconsistent in our framework since it recognizes the potential existence of unobserved heterogeneity in the first stage but ignores it in the second.

Table 5

<table>
<thead>
<tr>
<th>Location choice model.</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specification</td>
<td>Nested</td>
<td>Nested</td>
<td>Nested</td>
<td>Nested</td>
<td>Conditional</td>
</tr>
<tr>
<td>Tax-adjustment</td>
<td>Logarithm</td>
<td>Logarithm</td>
<td>Logarithm</td>
<td>Logarithm</td>
<td>Logarithm</td>
</tr>
<tr>
<td>Predicted earnings</td>
<td>Dahl</td>
<td>no</td>
<td>Dahl</td>
<td>no</td>
<td>Dahl</td>
</tr>
<tr>
<td>Earnings</td>
<td>0.655</td>
<td>0.694</td>
<td>0.597</td>
<td>0.501</td>
<td>0.756</td>
</tr>
<tr>
<td></td>
<td>[0.216]***</td>
<td>[0.129]***</td>
<td>[0.125]***</td>
<td>[0.056]***</td>
<td>[0.188]***</td>
</tr>
<tr>
<td>United States</td>
<td>College</td>
<td>0.122</td>
<td>0.147</td>
<td>0.070</td>
<td>−3.206</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.256]</td>
<td>[0.151]</td>
<td>[0.140]</td>
<td>[8.427]</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>−0.178</td>
<td>−0.169</td>
<td>−0.182</td>
<td>−2.695</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.223]*</td>
<td>[0.080]**</td>
<td>[0.078]**</td>
<td>[5.063]**</td>
</tr>
<tr>
<td></td>
<td>Household size</td>
<td>0.565</td>
<td>−0.568</td>
<td>−0.565</td>
<td>3.215</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.106]**</td>
<td>[0.035]**</td>
<td>[0.034]**</td>
<td>[4.908]**</td>
</tr>
<tr>
<td>Spain</td>
<td>College</td>
<td>0.080</td>
<td>0.105</td>
<td>0.042</td>
<td>1.045</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.215]</td>
<td>[0.160]</td>
<td>[0.156]</td>
<td>[2.301]</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>−0.163</td>
<td>−0.134</td>
<td>−0.164</td>
<td>2.562</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.114]*</td>
<td>[0.079]*</td>
<td>[0.079]*</td>
<td>[1.155]*</td>
</tr>
<tr>
<td></td>
<td>Household size</td>
<td>−0.554</td>
<td>−0.555</td>
<td>−0.556</td>
<td>−1.665</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.053]**</td>
<td>[0.033]**</td>
<td>[0.033]**</td>
<td>[1.382]**</td>
</tr>
<tr>
<td>Number of cases</td>
<td>29,546</td>
<td>29,546</td>
<td>29,546</td>
<td>29,546</td>
<td>29,546</td>
</tr>
<tr>
<td>Dissimilarity coefficient</td>
<td>0.325</td>
<td>0.382</td>
<td>0.271</td>
<td>77.527</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.106]</td>
<td>[0.153]</td>
<td>[0.108]</td>
<td>[185.548]</td>
</tr>
<tr>
<td>Share in [0,1]</td>
<td>0.989</td>
<td>−</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>US-Spain</td>
<td>0.895</td>
<td>0.854</td>
<td>0.927</td>
<td>n.a.</td>
<td>0.000</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>−1263786.7</td>
<td>−1263283.4</td>
<td>−1264452</td>
<td>−1263398</td>
<td>−1264613.5</td>
</tr>
</tbody>
</table>

Notes: Standard errors in brackets, Bootstrapped standard errors for columns (1) and (5): 1,000 replications selecting the full sample by country with replacement. Model includes controls for age, age squared, marital status, and a country-specific constant; we normalize the coefficients for Ecuador of the variables which do not vary across destinations to zero. The implied correlation coefficient for column (4) is not well defined due to the large and imprecisely estimated dissimilarity coefficient \( \tau \); share in [0,1] refers to the share of replications for which the dissimilarity parameter falls in the interval; *p<0.10; **p<0.05; ***p<0.01. Source: Authors’ elaboration on ENEMDU 2005, ACS 2007 and ENI 2007.
US on relative migration flows from Ecuador to the US. By definition of our elasticities,
\[
\frac{\partial w_1}{\partial w_1} + \frac{\partial w_2}{\partial w_2} = c_{12}^2 + c_{22}^2 + c_{11}^2
\]

(19)

This expression is exactly zero in the logit model, as can be checked easily using the expressions in Eq. (16). That is, in a model that ignores unobserved heterogeneity in propensities to migrate these changes in earnings would not trigger any migration flows from Ecuador to the US. But this is not the case here. Substituting the values for the elasticities from Table 6, we obtain that the logs ratio increases by 1.04%. In other words, a seemingly neutral change in relative earnings leads to an increase in the relative migration flow to the US. The intuition is that the increase in US expected earnings triggers a shift in the destination choice of individuals with a high propensity to migrate, who now choose to migrate to the US rather than to Spain.

Tables 6 and 7 also report the standard errors for each of the entries in the elasticity matrices that we obtained through bootstrapping; the imprecision in the estimate of the dissimilarity parameter \( \tau \) inflates the standard errors in Table 6; we can observe that the four within-nest elasticities for the nested logit are larger in absolute magnitude than the corresponding elasticities from the conditional logit in 89.8% to 90.1% of the replications. This confirms that the response of the destination choice conditional upon migration to changes in wages at a particular destination is larger when we estimate a migration decision model which allows for unobserved heterogeneity in the propensity to migrate.

It is interesting to compare our marginal effects of earnings to those obtained using only aggregate data, as in Grogger and Hanson (2011) or Ortega and Peri (2009). The former estimate a conditional logit, whereas the latter estimate a nested logit model with the same nested structure as here. Both studies use cross-country data. There are three main conceptual differences between our analysis and theirs. First, we use data on actual earnings of immigrants, rather than imputing them from GDP per capita in the destination country. Second, our counterfactual expected earnings account for the fact that migrants are likely to be self-selected. Finally, our discrete choice model allows for correlated errors across destinations. The estimated model to produce average estimates of migration costs by gender and education level. Following the convention in the literature (Chiquiar and Hanson (2005) or McKenzie and Rapoport (2010)), we express these implicit migration costs in time-equivalent units, as a fraction of Ecuadorian expected earnings.

Suppose, first, that our migration choice model only included earnings and a country-specific constant in the right-hand side. In this case, it is straightforward to back out a measure of the implicit migration cost to each destination. The intercept for, say, Spain is a measure of the attractiveness of Spain relative to the baseline normalization (Ecuador). On the basis of Eq. (1), the units for this variable are “utils”. The coefficient on expected earnings provides a scaled measure of the marginal utility of income. Thus, its inverse can be used to map “utils” into US dollars. Finally, multiplying the implicit attractiveness measure of each location by minus one we obtain our measure of alternative-specific implicit migration costs measured in US dollars. We note that, due to our normalization, the implicit migration cost associated to staying in Ecuador is zero.

Our model is richer than the stylized model described in the previous paragraph. In particular, it contains several individual characteristics, such as education, gender, age, and household size, which provide individual-specific proxies for migration costs. More specifically, consider the following expression for the deterministic part of the utility associated to location \( j \):

\[
V_j = \alpha w_j + x_j'\beta_j
\]

The coefficient \( \alpha \) maps log dollars into utility units and term \(-x_j'\beta_j\) can be interpreted as the implicit migration cost associated to destination \( j = 2, 3 \) as a function of all the regressors \( x_j \) included in the location equation except for earnings. We can easily derive expressions for the migration costs that can be given a more intuitive interpretation. Inverting the mapping from log dollars to utils, we have that the implicit migration cost in dollars associated to destination \( j = 2, 3 \) is given by \( e^{-x_j'\beta_j/\alpha} \). Following Grogger and Hanson (2011), we express may include the consequences of being apprehended while attempting to cross the border or the probability of being discovered once in the destination country and then deported.

Understanding what the main dimensions behind migration costs are is key to the analysis of our specific migration episode. After all, most Ecuadorians stayed in Ecuador and, among those that migrated, the majority chose to move to Spain even though the US offered substantially higher earnings opportunities. This implies that overall migration costs are very high, compared to earnings differences. Additionally, the perceived cost of migrating to the US must have been substantially higher than the cost of migrating to Spain.

The goal of this section is to provide estimates of the implicit cost of migration associated to each of the two destinations. We use our estimated model to produce average estimates of migration costs by gender and education level. Following the convention in the literature (Chiquiar and Hanson (2005) or McKenzie and Rapoport (2010)), we express these implicit migration costs in time-equivalent units, as a fraction of Ecuadorian expected earnings.

45 The reader can check that a simultaneous one percent increase in expected earnings in Ecuador and Spain leads to an increase of 0.32 percent in the log odds of migrating to Spain relative to staying in Ecuador.
46 The coefficients are comparable since their models are nested in ours.
47 Bertoli and Fernández-Huertas Moraga (2011) provide empirical evidence of the role of bilateral visa policies in shaping the size of incoming migration flows to Spain.

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nested logit elasticities.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( \partial w_1 )</td>
</tr>
<tr>
<td>(0.013)</td>
</tr>
<tr>
<td>( \partial w_2 )</td>
</tr>
<tr>
<td>(0.003)</td>
</tr>
<tr>
<td>( \partial w_3 )</td>
</tr>
<tr>
<td>(0.010)</td>
</tr>
</tbody>
</table>

Notes: the elasticities correspond to the matrix (\[16\]) in the paper, and they are based on the estimates of specification (1) in Table 5; standard errors in brackets based on 1,000 replications selecting the full sample by country with replacement.
migration costs in time-equivalent units, which simply requires dividing the previous expression by the wage in Ecuador ($w_{1}$):

$$m_{ij} = e^{-x_{f}^{\beta_{i}/\alpha}} \times \frac{1}{w_{1}}$$

Table 8 presents our main results. The first column reports our estimate of average migration costs to the US $m_{ij}$, disaggregated by gender and education. The second column presents analogous figures for Spain. Column 3 is the ratio of the previous two columns. Bootstrapped standard errors are reported in brackets.

Two features of the table are worth noting. First, net migration costs are higher to the US than to Spain for all four groups. Second, they are higher for non-college than for college graduates: around 30% higher for non-college graduates and about twice as high for college graduates, for both genders. We also note that female non-college graduates face the highest relative costs to the two destinations.

We must point out that net migration costs are clearly negatively related to education in both countries, as hypothesized by Chiquiar and Hanson (2005) and McKenzie and Rapoport (2010) among others. The literature on the determinants of international migration offers a menu of elements that our estimation method is containing in our so-called net migration costs in Table 8: immigration policy differences (Ortega and Peri, 2009), the role of networks (Beine et al. (2011) or McKenzie and Rapoport (2010)), differences in access and generosity in the welfare state (Mayda, 2010), unemployment rates (Clark et al., 2007), and so on. Our model controls for all of these factors as long as they are related to the observables in our location choice model but it is silent about which of them played the main role. Essentially, all these factors are buried in the country-specific intercepts and coefficients on observables.

Having shown that expected earnings matter for migration decisions (Table 5), some elements in our net migration costs are required to understand why most migrants preferred the Spanish destination over the US one, despite the much higher expected earnings in the US. In what follows, we provide an interpretation for what may have been the most likely determinants of implicit migration costs in our particular migration episode. Our discussion is based on a comparison of the average implicit migration costs across education and gender groups from Table 8. In particular, we discuss the roles of differences in the spread of earlier ethnic networks, in employment rates, in access to the welfare state and in immigration policy.

### 7.4.1. Migrant networks

As explained earlier, Ecuadorian migration to Spain started at the end of the 1990s (Fig. 3). In contrast, Ecuadorians had been migrating to the US for several decades. Most of the Ecuadorians that had settled in the US came from two poor regions: Cañar and Azuay (see, for example, Jokisch and Pribilsky (2002) or Bertoti (2010)). Bertoti (2010), using only Ecuadorian data, shows the relevance of these networks in explaining migration patterns to the US. Since such long-standing networks were non-existent in Spain, it could be argued that networks are a factor that should have favored migration to the US over migration to Spain which, in our estimates, would be reflected in lower implicit migration costs for Ecuadorian emigrants to the US. Since flows were actually much higher to Spain than to the US, networks actually deepen the puzzle that most migrants chose Spain over the US.

### 7.4.2. Employment rates

As shown in Table 3, employment rates for males were very similar in the two destinations at all education levels. However, female employment rates were much higher for Ecuadorian immigrants in Spain than in the US: around 20 percentage points higher. This would tend to make Spain a more attractive destination for Ecuadorian emigrants than the US. In our estimation exercise, this attractiveness is reflected as smaller implicit net migration costs in Table 8. Thus, differences in employment rates may have been a relevant factor explaining emigration to Spain for Ecuadorian females but cannot account for the larger flow of Ecuadorian males to Spain (Table 1).

### 7.4.3. Welfare state

Another dimension that makes Spain a much more attractive destination for migrants, particularly if undocumented, than the US is the easy access to public services. In Spain all residents, regardless of their country of birth or their immigration status, have access to universal health care and public education. The only requirement is to be registered in the Local Population Registry. Registration does not require proof of legal status. In addition, Ecuadorians can benefit from a 1960 bilateral agreement between Ecuador and Spain regarding the contributions to the Social Security system. In short, the contributions to Spain’s social security system by Ecuadorians are perfectly portable.49

The greater generosity and the unrestricted access to Spanish welfare state provisions are likely to have been relevant factors driving down the implicit migration costs of moving to Spain rather than to the US. The same holds true for other country specific factors, such as the lower costs of living in Spain, and the cultural and linguistic proximity between Ecuador and Spain. In our estimation, this is captured by our Spain-specific intercept.

---

49 In particular, Article 4 of the bilateral agreement states that ‘When an insured person has worked in the two countries without completing in either the minimum period of contribution necessary to receive the invalidity benefit and old-age pension provided for under the social security legislation of each country, the periods of contribution in each country shall be aggregated for the purpose of determining entitlement. The institution to which contributions relating to the most recent period were paid shall grant the benefit, the amount of which shall be the sum of the partial benefits authorized by each institution to which the claimant has contributed and shall reflect the percentage of the claimant’s contributions, period of contribution and age.’

---

### Table 7

Conditional logit elasticities.

<table>
<thead>
<tr>
<th>$\partial w_{1}$</th>
<th>$\partial w_{2}$</th>
<th>$\partial w_{3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.046$</td>
<td>$-0.710$</td>
<td>$-0.710$</td>
</tr>
<tr>
<td>$[0.011]$</td>
<td>$[0.177]$</td>
<td>$[0.177]$</td>
</tr>
<tr>
<td>$-0.011$</td>
<td>$0.745$</td>
<td>$-0.011$</td>
</tr>
<tr>
<td>$[0.003]$</td>
<td>$[0.185]$</td>
<td>$[0.003]$</td>
</tr>
<tr>
<td>$-0.035$</td>
<td>$-0.035$</td>
<td>$0.722$</td>
</tr>
<tr>
<td>$[0.009]$</td>
<td>$[0.009]$</td>
<td>$[0.180]$</td>
</tr>
</tbody>
</table>

Notes: the elasticities correspond to the matrix (16) in the paper, and they are based on the estimates of specification (5) in Table 5; standard errors in brackets based on 1,000 replications selecting the full sample by country with replacement.

---

### Table 8

Average time-equivalent migration costs.

<table>
<thead>
<tr>
<th>Group</th>
<th>US</th>
<th>Spain</th>
<th>US/Spain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-college graduates</td>
<td>8.28</td>
<td>6.53</td>
<td>1.27</td>
</tr>
<tr>
<td></td>
<td>[0.6]</td>
<td>[0.2]</td>
<td>[0.1]</td>
</tr>
<tr>
<td>College graduates</td>
<td>5.46</td>
<td>2.76</td>
<td>1.98</td>
</tr>
<tr>
<td></td>
<td>[1.0]</td>
<td>[0.2]</td>
<td>[0.4]</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-college graduates</td>
<td>9.30</td>
<td>7.24</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>[1.0]</td>
<td>[0.2]</td>
<td>[0.1]</td>
</tr>
<tr>
<td>College graduates</td>
<td>5.27</td>
<td>3.07</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>[0.8]</td>
<td>[0.2]</td>
<td>[0.3]</td>
</tr>
</tbody>
</table>

Notes: migration costs, recovered on the basis of specification (1) in Table 5, are defined as a ratio to Ecuadorian income; bootstrapped standard errors in brackets.
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