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Abstract

The second half of the twentieth century witnessed much conver-
gence in life expectancy around the world. We examine differences in
the age pattern of mortality between countries over time to show that
inequality in adult life spans, which we measure with the standard
deviation of life table ages at death above age 10, Sy, is increasingly
responsible for the remaining divergence in mortality. We report strik-
ing differences in level and trend of Sig across industrialized countries
since 1960, which cannot be explained by aggregate socioeconomic in-
equality or differential external-cause mortality. Rather, Sqg reflects
both within and between-group inequalities in life spans and conveys
new information about their combined magnitudes and trends. These
findings suggest that the challenge for health policies in this century
is to reduce inequality, not just lengthen life.
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The human condition has improved tremendously during the course of
modern development. At the beginning of the nineteenth century, life ex-
pectancy at birth, eg, hovered between 25 to 40 years (Maddison, 2001).
Industrialization and unprecedented growth in per-capita incomes coincided
with significant gains in ey, which by 1960 reached roughly 70 years among
industrialized countries and since then has increased at about 0.2 year of
age for every year of time (White, 2002). Since the early nineteenth century,
record female life expectancy increased at an annual rate of almost 0.25 years
(Oeppen and Vaupel, 2002).

These monumental gains in e have been fairly equally distributed across
international boundaries. White (2002) reports convergence in ey among
21 industrialized countries during the postwar period. Developing countries
have also displayed convergence toward industrialized levels since 1950, as
described by Wilson (2001). But life expectancy is only a summary measure
of the age pattern of mortality, although it is an important one. A larger
research question is whether the age pattern of mortality has also shown
convergence between advanced countries over time. To address this issue, we
examine full distributions of life table ages at death, of which life expectancy
is the average, or first moment.

We use a relative entropy metric, the Kullback-Leibler divergence, to com-
pare changes over time in the distributions of life table ages at death among
industrialized countries, using combined-sex data. While we find evidence of
convergence, we identify cases of lingering differences in mortality between
otherwise similar countries. After decomposing our metric of convergence
into portions attributable to the mean and variance of age at death, we re-
veal that current differences in the age pattern of mortality are attributable
to differences in variances in adult age at death.

We measure adult life span variability by Sig, the standard deviation
in the life table age at death past age 10. We find starkly heterogeneous
trends in the life span variance S; across advanced countries since 1960, in
contrast to the convergence in average age at death among this same group.
Viewed relative to long-term historical experience with Sy, largely dominated
by long periods of relative stagnation interrupted by a vast reduction in
variance during the epidemiological transition, these modern-day differences
in Sig take on added meaning. While gains in life expectancy have been
remarkably steady both overall and across international boundaries, gains
against life span variance have been more scarce. Thus our findings on S
naturally lead us to expand traditional perspectives on mortality convergence



with several important caveats. But they also raise a host of new questions
to which we then turn.

First, we specifically motivate our focus on Sig as opposed to the many
alternative measures of dispersion or inequality that are available. We explain
how Syp is the most practically useful and intuitively revealing measure of
dispersion in the current context. It falls naturally from our decomposition
of the convergence metric, and it is easy to interpret relative to the mean.
We relate our findings to earlier work on inequality in life table ages at death,
and to work on health disparities.

Next, we ask whether cross-country differences in S;y based on combined-
sex data are in fact driven by sex-specific differences. The course of modern
development has brought mortality gains to men and women at different
times based on a complex interplay of biological differences, social behavior
and norms, gender equality, and scientific advancement. Many cross-country
differences in life expectancy that exist today can be traced to sex-specific
factors such as differential alcoholism prevalence, smoking, and access to
medical technologies, among other things. Here we find no evidence that
systematic heterogeneity in Sig across countries is closely related to differ-
ences in Sig by sex.

For a single country, S;g places an upper bound on the sum total of life
span inequality between citizens, which is the sum of between-group inequal-
ities and complex within-group inequalities. Thus Sy cumulates well-known
racial and socioeconomic inequalities in mortality such as those famously
explored by Kitagawa and Hauser (1973). So it is natural to ask whether
countries with high S;g, notably the U.S.; have high variance mainly be-
cause of high between-group inequality. The answer turns on the relative
magnitude of within-group variance to between-group variance. Thus we
next explore how Sy, is related to socioeconomic inequality within the U.S.
Examining U.S. data, we use several decompositions the literature suggests
are responsible for large between-group variation (by race, education, in-
come, and external versus other causes of death); in each decomposition,
we compare within-group and between-group variance in age at adult death.
Excluding mortality from external causes, such as accidental and inflicted
deaths, smooths fluctuations somewhat but does not make Sy in the U.S.
look like that of other countries in either level or trend. Racial heterogeneity
and socioeconomic inequality also do not appear to explain divergence in life
span variance, although there are clear racial and socioeconomic divides in
S10. We show that for many such partitions of the population, within-group
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variance substantially outweighs between-group variance in all cases. In fact,
within-group variance is so important that we observe higher socioeconomic
strata within the U.S. experiencing higher S;q than citizens of other countries.

Returning to cross-country differences, our next step is exploring how
aggregate socioeconomic inequality relates to Sip. We find clear evidence
that patterns in S;y across rich countries are not explained by inequality
in income or in education. Rather, S;y captures a key inequality that is
not measured by other aggregate statistics and has no simple relationship
with socioeconomic status. Thus our findings reveal a novel perspective on
mortality inequality that bears implications for conceptualizing and model-
ing mortality across socioeconomic groups, and for better understanding the
state of convergence in mortality across countries. In addition, Sig reflects an
important uncertainty that likely impacts a wide range of economic decisions
made over the life cycle, the efficient functioning of insurance markets, and
government finances.

In the sections that follow, we elaborate on each of these points. First,
we propose an explicit measure of the relative importance of life span means
and variances in adult mortality convergence, and then we demonstrate the
increasingly important role of variance. Next, we directly analyze adult life
span variance as measured by S;p among a subset of seven representative
industrialized countries. We also compare trends since 1960 with historical
developments in variance. We discuss whether sex differences in mortality
play a role in the heterogeneity we see in Sy across countries. We relate Sqq to
alternative measures of variance in health and life span, and we motivate our
focus on it in particular. Then we present several different decompositions of
S10, first using aggregate data broken down by race and cause of death, and
then with more detailed data on individuals in the U.S. National Longitudinal
Mortality Study. We also depict the convoluted relationships between Sy and
traditional measures of aggregate socioeconomic inequality. These suggest
that Sig is a complex function of socioeconomic status and that S;g contains
information beyond that in the SES variables considered here. Finally, we
discuss the implications of our findings.

Convergence in distributions of ages at death

Cross-country convergence in mortality is typically measured using life ex-
pectancy, the life-table mean age at death. Life expectancy is a convenient



summary measure of mortality, more informative than an age-standardized
mortality rate and simpler than a Gompertz slope. But the full distribution
of life-table ages at death is characterized not only by the mean, but also
by the variance and other moments that describe the age pattern of deaths.
While the mean is the most important moment, mortality convergence is
better measured using the entire distribution of ages at death.!

A graphical comparison quickly suggests why this is so. Figure 1 depicts
distributions of life-table ages at death for Sweden and the United States in
1999, using data by single years of age for both sexes combined supplied by
the Human Mortality Database (2004), hereafter HMD. Infant mortality is
represented by spikes on the left-hand side of the graph, while adult mor-
tality can be described as bell curves around old-age modes. Despite the
fact that modal ages at death were almost identical in the two countries,
life expectancies at birth were actually quite different, at 76.8 years in the
U.S. and 79.5 years in Sweden. The variance in adult ages at death, or the
horizontal width of the old-age hump, was larger in the U.S. than in Swe-
den. Both distributions show negative skewness, and both are leptokurtic,
or highly peaked and fat-tailed. Dispersion around the mean age at death is
clearly important in the overall similarity of the two mortality schedules.

How can we formalize differences between the curves in Figure 1 in order
to help us understand their sources? Information theory provides us with
tools to analyze directly the similarity of two distributions and decompose
their differences. In particular, the Kullback-Leibler divergence, hereafter
KLD, is a useful statistic that is related to a log likelihood ratio and Akaike’s
Information Criterion.? A larger KLD represents an increasingly dissimi-
lar pair of distributions, and minimizing the KLD is similar to maximizing
likelihood or optimizing the fit of a model to reality.

Before we calculate the KLD, we truncate all distributions below age 10 so
as to remove effects of the infant mortality spike. We do this for two reasons.
While trends in infant mortality are important, even a small level of infant
mortality has a huge effect on the moments of the distribution of ages at
death. We focus on the ages where most death now occurs and which are the
focus of current interest in the health and mortality of aging populations. If
we leave out infant mortality, we find that the full KLD between any two age
distributions of death can be accurately decomposed into a piece that reflects
differences between the mean ages of adult death and a piece incorporating
differences between the variances in ages at adult death. This approximation
requires the assumption of near-normality in ages at death, which, as we have



seen in Figure 1, is more reasonable if infant mortality is excluded.?

We calculate the KLD for each country in each year relative to a static
“best practices” distribution, that of Sweden in 2002. This is done in order
to account for temporal as well as cross-sectional differences in mortality.
If instead the baseline distribution were chosen contemporaneously, for ex-
ample comparing Denmark in 1980 with Sweden in 1980, temporal trends,
which most demographers would agree are of prime importance in describing
mortality decline, would effectively be ignored.* The exact interpretation of
the level of the KLD varies according to application; here, KLD = 0.1 corre-
sponds to a difference in mean ages at death of about 6 years, while KLD =
0.01 represents a difference of about 2 years.’?

Figure 2 shows convergence in adult mortality as measured by the KLD
for seven countries since 1960. The overall picture is one of near-monotonic
convergence over time toward Sweden’s mortality schedule in 2002. Japan’s
record of convergence is particularly noteworthy as the most rapid, with
slightly increased divergence after 1990 due to its surpassing Sweden as the
leader in life expectancy. Denmark, meanwhile, converged the slowest and
remained the most divergent by the end of the period. The U.S. lingers above
the other five nations at higher levels of divergence.

As was suggested by Figure 1, trends in variance turn out to explain a
nontrivial part of the lingering divergence evident in Figure 2. Using our ap-
proximation method, we decompose contributions to the KLD into portions
attributable to only the mean age at adult death and to only the variance.
Figure 3 depicts the results of this decomposition for Canada, Denmark,
France, and the U.S. The solid lines are the approximate total KLD rela-
tive to Sweden’s age-at-death distribution in 2002, the dashed lines are the
portion attributable to differences in means, and the dotted lines show the
partial effects of different variances. Although differences in means tend to
dominate during most of the period for most countries, divergent variances
gain in importance for France and the U.S. For those two countries as well
as for Canada, variances actually surpass means in importance after 1990.

Although there has indeed been much convergence in mortality among
industrialized countries since the Second World War, we have presented evi-
dence in this section of some lingering divergence in adult mortality. A more
revealing discovery is that the source of this divergence appears increasingly
to be an heretofore underappreciated component of mortality: the variance
around the adult mean age at death. How has life span variance evolved in
advanced countries over the past half-century, what explains those patterns,
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and what are their implications?

Variance in adult life span, Sy

Measures of variation in life span depend crucially on whether infant and
child mortality is included or excluded, and we argue that new and valu-
able insights are gained from focusing only on adult variance. Wilmoth and
Horiuchi (1999) and Shkolnikov, Andreev and Begun (2003) provide many
insights into the variation of life-table ages at death over the entire age range
using an array of measures, including interquartile range, standard devia-
tions, and Gini coefficients. Along with Kannisto (2000), their ultimate fo-
cus is the compression of human mortality and evidence of rectangularization
around an upper limit to life span, rather than mortality convergence across
countries. We find that unconditional variance, measured over the entire age
range, is a poor measure for informing analysis of mortality convergence, be-
cause uniform declines in infant mortality obscure the more significant (for
total deaths) dynamics in adult mortality. In a recent study, Cheung et al.
(2005) investigate rectangularization and mortality decline by decomposing
the survival curve into infant, premature, and “normal” deaths at or after
the mode age at death. This leads them to focus on the dispersion in deaths
at ages beyond the mode, and thus on death rates at the highest ages; our
analysis of variance contributed by deaths at all adult ages provides quite
different insights.

Unconditional standard deviations in ages at death, Sy, have declined
quite homogeneously across industrialized countries since 1960, as exhibited
by Figure 4. Levels of Sy may be different across countries, but trends are
broadly similar. A graph of log infant mortality rates during the same period
reveals almost identical trends (not shown). That is, Sy is heavily influenced
by declines in infant and child mortality and thus offers few insights into the
dynamics of the old-age hump.

Once infant mortality is removed, by conditioning on survival until age
1, 5, or 10 and then calculating standard deviations, a radically different
picture emerges.” Figure 5 graphs our preferred measure, Sjo, the standard
deviation in ages at death over age 10, for the same seven countries. Now,
not only are levels of Syq different, trends are quite different as well. The
U.S. suffers the highest S;g, around 15-16 years, with little relief in sight
given its general lack of trend. France’s experience echoes that of the U.S.,



but at a slightly lower level closer to 15 years. Canada, like the U.S. a high-
immigration country, had similar S;g up until 1980, when it began to trend
lower, toward Danish levels of around 14 years. Denmark started the period
like Sweden, which experienced low and stable S;o, but then lost ground and
did not recover. Japan experienced rapid gains early and converged to the
low levels enjoyed by the United Kingdom and Sweden by 1975. Altogether,
the gap between high-S;y and low-S;y countries has averaged 2.5 years of life
since 1960, a spread of nearly 20 percent around a typical S;y of 14.

Relative to some historical periods, recent declines in S;o have been quite
moderate. While each year’s record female life expectancy has registered
steady and remarkably linear increases since 1840 (Oeppen and Vaupel,
2002), best-practices variance in the age of adult death has followed a more
complicated path. As shown by Figure 6, the lowest Siy recorded each year
among 14 high-income countries in the Human Mortality Database for both
sexes combined was relatively stagnant prior to about 1875, when it entered
a period of rapid decline lasting roughly 75 years.® We find that progress
against variance was unprecedentedly rapid during the mortality revolution
of the late 19th and early 20th centuries, echoing the results of Wilmoth
and Horiuchi (1999), whose preferred measure of variance is the interquartile
range over all ages. But after about 1950, S;y entered a period of relative
stagnation. The static differences in levels and trend in S;( across countries
that we see in Figure 5 are arguably more meaningful when viewed relative
to the post-1950 stagnation of the frontier apparent in Figure 6. That is,
gains against adult life span variance are more dear when they are atypical
for the time.

There is a vast literature on dispersion in mortality and health, and a per-
tinent question is how Sy, relates to previously researched concepts. Wilmoth
and Horiuchi (1999) and Shkolnikov, Andreev and Begun (2003) explore a
variety of measures of life span variability, including the interquartile range,
the Gini index, and the standard deviation, among many others. The mes-
sage we take from these efforts, which are centered around different research
questions than ours, is that there are some tradeoffs between the various
measures, but that many are qualitatively indistinguishable. We prefer Sy
because it falls naturally from our examination of the Kullback divergence,
and because we believe it is a more intuitive conceptualization of life span
variability than alternative measures, some of which tend to be unnecessar-
ily arcane. Unlike income distributions, modern distributions of adult ages
at death are virtually normal and show limited skewness, so the traditional
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advantages of a percentile based approach do not apply.

Our emphasis on variance in mortality as opposed to the mean outcome
has clear precedents in the literature on health inequalities. Murray, Frenk
and Gakidou (2001) survey the diverse approaches in this area, which include
examining the distribution of life expectancies measured across groups, typ-
ically geographic but also otherwise defined. We prefer to examine variance
in individual life spans, measured by life table deaths, rather than variance
in average life spans across groups. As a more disaggregated statistic, Siq is
a more direct measure of health inequality between individuals. We prefer
its broadness because of the additional insights it provides, which we discuss
later in the paper. Gakidou, Murray and Frenk (2000) argue that differences
in health expectancy across groups are more informative than differences
in healthy life span across individuals because the former remove the com-
ponent that is “simply due to chance.” In fact, we find later that a large
part of aggregate Sig is within-group variation in life span, which probably
reflects underlying uncertainty. Such uncertainty also appears to differ be-
tween groups, which suggests it is actually an important ingredient, rather
than mere background noise, in overall inequality.

We acknowledge that many nonfatal health events are important, and
thus life span is only one indicator of health status. But S;o should be as
good a measure of health inequality as eg is of average population health,
and the complementarity between them is clear. Given that eg is frequently
although not exclusively used to measure population health, we feel that
conceptualizing Sy as an indicator of health inequality is warranted, and it
is especially useful in better interpreting eg.

What accounts for such divergent trends in S;y among countries that are
experiencing much convergence in life expectancy? Why is S;g highest in the
U.S.? In the next section, we explore these questions using aggregate vital
statistics, a panel study of mortality at the individual level in the U.S., and
international macroeconomic data.

The sources of Sy

Sex differences in mortality and S

We know that changing sex differences have been responsible for many other
patterns in mortality that we find interesting. During recent decades, for ex-



ample, the gap in life expectancy between males and females in the U.S. has
rapidly widened and then stabilized. In other countries, trends in the sex dif-
ferential have followed similarly stark patterns that have frequently diverged
at least temporarily from developments elsewhere. Thus it is clear that sex
differentials in mortality are a prime suspect for understanding differential
trends in Sqg.

Sex differentials in mortality are well documented (Waldron, 2000) and
appear to reflect a combination of biological and behavioral influences. Males
typically suffer from higher in utero mortality, and hormonal differences ap-
pear to place males at greater risk of heart disease (Waldron, 1995). Sex
ratios do not differ substantially across industrialized countries, however,
which suggests that if constant, these basic biological differences could not
explain differentials in Sqq.

But sex differentials in mortality tend to vary considerably across genet-
ically similar populations (Gjonga, Tomassini and Vaupel, 1999), implying
that behavioral or environmental differences, which could shift Sy, are impor-
tant. Pampel (2002) argues that part of the narrowing sex differential among
industrialized countries is due to changes in female smoking behavior. It is
conceivable that males may tend to engage in other types of risky behavior
more often than females, perhaps also through their choice of occupations as
well as through recreational behavior. Less clear is whether preferences, op-
portunities, or social norms regarding such behavior actually differ between
industrialized societies, so the question of whether Sqj is affected by trends
in sex-specific mortality remains open.

We find that S;g among females is indeed lower than for both sexes com-
bined, by about 1 year.® This represents reduced life span uncertainty among
women that is presumably tied to less exposure to risks, or to less socioeco-
nomic or biological heterogeneity. But removing male mortality produces a
level rather than a growth effect on S1g, and relative rankings between coun-
tries tend not to change much. Two noteworthy differences are France and
Denmark; in France, female Sy is roughly 1.5 years lower than for both sexes
combined, while in Denmark it is only 0.5 year lower. These results coincide
with those of Pampel (2002), who reports evidence of lighter smoking among
French females, heavier smoking among Danish females, and sex differentials
in mortality that appear to reflect those behavioral differences. But while
sex-specific trends may explain some part of Syg, virtually the same trends
that are apparent in Figure 5 remain after removing male mortality.
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External-cause mortality and S

Among the many causes of deaths, accidents, homicides, and suicides, com-
monly referred to as external causes of mortality, tend to impact younger
adults much more than the elderly. A common perception is that violent
deaths are disproportionately prevalent in the U.S., where firearms are more
widely owned, automobile travel is more common, and crime rates are high.
Whether S;p may be merely reflecting differences in external cause mortal-
ity is surely a key question. The dispersions through age of other causes
of death are also interesting, but we omit an extended discussion for two
reasons. First, our focus is on temporal change, and there are well-known
problems with the consistency of diagnoses and of coding systems over time.
We believe these are minimal in the case of external causes. Second, we
are aware of persistent differences in disease prevalence across populations
that appear to be the product of a complex interweaving of genetic, social,
and behavioral factors (Goldman and Takahashi, 1996; Rimm and Stampfer,
2004). Thus we leave such inquiry to future efforts and limit our focus to
external causes of death.

External causes of death can be conceptualized as reflecting risks that de-
rive from the environment through local socioeconomic conditions and geog-
raphy. It is conceivable that modern economic growth could heighten external
risks, perhaps through expanding the use of automobiles and other forms of
transportation, access to increasingly powerful firearms, or increasing returns
to theft and other crimes. If this is true, some of the postwar slowdown in
S1p might be attributable to increases in external cause mortality. If such
risks were more prevalent in some countries, they might account for some
of the observed heterogeneity in Si9. Wilmoth and Gullickson (2001), for
example, show that a portion of the U.S. disadvantage in mortality among
young adults can be traced to AIDS and external-cause mortality.

We removed deaths due to external causes using data on cause of death
by 5-year age group from the World Health Organization Mortality Database
(2004), and then we recalculated S;o using nonexternal mortality only.'® The
net effect is a level decrease in each country’s Sig of about 1-1.5 years in ev-
ery chronological year. Thus external mortality clearly does contribute to
S10, but it accounts for less than a tenth of the total standard deviation.
Some intertemporal smoothing of Siy occurs as a result of the decomposi-
tion, which suggests that transitory shocks to life span uncertainty may be
tied disproportionately to external-source mortality. Overall, however, trends
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in S1g remain unaltered. This is clear evidence against the notion that post-
war stagnation in S;yp might be associated with heightened risks of death by
external causes brought on by rapid economic growth.

Relative rankings of the countries remain almost completely unaffected,
and where there is change, it is not always in the expected direction. Britain’s
relative position in Sy¢ actually deteriorates somewhat once external causes
are excluded, which contravenes the notion that violent deaths might be
high in the UK by European standards. The U.S. and France still display
the highest adult variability, Sweden the lowest, and the interesting trends
in Canada, Denmark, and Japan remain. Thus while a U.S. disadvantage
in adult mortality rates may be attributable to higher rates of accidents,
homicides, and suicides, the U.S. disadvantage in the variance of age at
death is not. External-cause mortality does not appear to explain much
of the heterogeneity in S;y among these countries.

Race and Sy

Could differences in racial composition affect S197 In the U.S., racial inequal-
ities in adult mortality are well documented and likely reflect underlying so-
cioeconomic differentials (Preston and Taubman, 1994; Tuljapurkar and Boe,
1998). France, second-highest in Sjy after the U.S., is home to a substantial
Muslim minority. Canada is also racially heterogeneous owing to high levels
of immigration, and it too exhibited high Sig, at least prior to 1980.

Official policies on the collection of data by race or ethnicity vary widely
across countries. For simplicity, we focus on mortality differentials in the
U.S. between whites and African Americans, and we obtain life tables for
those two racial categories and for all Americans from the Berkeley Mor-
tality Database. The BMD, the precursor to the expanded HMD, presents
aggregates derived from individual-level data provided by the National Cen-
ter for Health Statistics.!!

Figure 7 plots Sig for whites only, African Americans, and for all races
combined in the U.S.; alongside total S;g for France and Canada. Variability
among African Americans is considerably higher than among whites, between
2-3 years or around 15-20 percent higher, and there is much greater volatility
in African-American Sig. Fluctuations in variability have been temporally
synchronized for the two groups, however. This suggests uniformity over time
in the aggregate sources of life span risk, which may then be differentially
felt by population subgroups. The fact that aggregate S;p became smoother
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when external causes were removed suggests crime-related deaths might be
one such aggregate source that differentially affects racial groups. Infectious
disease may be another such source, if race proxies for socioeconomic status
or perhaps geography.

Measured among U.S. whites alone, Sqj is still higher than aggregate
S1p in France and far above Canadian levels, especially by the end of the
period. Thus racial differentials in mortality do not explain very much of the
relatively high level of Syg or its lack of trend in the U.S. It seems doubtful
that a more complete accounting of the effects of racial differences among all
seven countries would be particularly revealing.

Much of the racial differences in U.S. mortality are thought to proxy for
socioeconomic differences. A natural question to consider next is whether
heterogeneity in Sy simply reflects different levels and trends in socioeco-
nomic inequality across advanced countries.

Socioeconomic inequality and Sy

There is a long tradition of work in public health and epidemiology exploring
how income inequality may affect life expectancy (Wilkinson, 1992). Con-
crete evidence of a simple relationship is elusive, however, at least among ad-
vanced countries (Gravelle, Wildman and Sutton, 2002; Deaton, 2002; Lynch
et al., 2004). Whether this is due to the complicated relationship between
mortality rates and eg, factors other than income such as technology, or linear
returns in health interventions, it would seem that average life span reflects
few aspects, if any, of inequality.'?

Our focus here is solely on dispersion, both in socioeconomic status as
well as in life span, and we are interested in how variances in each may
be interrelated. A causal link running from income to health would imply
such a relationship, as would a link running from health back into income.
Currently, there is much interest in the field of health economics regarding
which direction causality runs and whether the direction changes with age
(Smith, 1999; Adams et al., 2003). The partial answers that have emerged
thus far suggest that causality is complicated, with evidence that it is not
constant through age. We believe that as long as the relationship is always
positive, which both theory and evidence tend to support, the variances in
income and in health should be positively related. Thus the precise direction
of causality should not matter for our purposes.

We examine the link between socioeconomic variance and Sig in two ways.
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First, we directly decompose Sy by socioeconomic strata using longitudi-
nal data on individuals in the U.S. National Longitudinal Mortality Study
(NLMS). Then we explore the relationship between aggregate dispersion in
income and in education versus S;g. We find clear evidence that socioeco-
nomic inequality is important for variance in adult life span, but we also
demonstrate that S;p measures inequality that is more than just socioeco-
nomic in nature.

S1p among socioeconomic subgroups

The U.S. NLMS is a panel dataset of over half a million individuals who
were interviewed in Current Population Surveys conducted around 1980 and
then tracked for nine years (Rogot et al., 1988, 1992)."% Socioeconomic data
were observed only at the beginning of the period, while detailed data on
the time and cause of death are provided by matches to the National Death
Index. Since fairly wide temporal swings in Sig are apparent in Figure 5,
we construct a life table based only on mortality in the first year of the
sample rather than several years’ worth, as is more typically done with this
dataset. Income, notorious for its wide year-to-year fluctuations, may be a
poor proxy for true socioeconomic status, so we also separately decompose
S10 by education, a much more stable measure for adults.

For ease of exposition, we identify two socioeconomic strata using either
income or education. When we use income, we sort individuals according to
whether they are in the first quintile of household income. With education,
we sort according to whether individuals are high school graduates, roughly
two-thirds of the sample. Then we calculate life tables for both sexes com-
bined in each group, plot smoothed distributions of ages at death using a
standard kernel density estimator, and present conditional means and vari-
ances.

Figure 8 depicts ages at death for the two income groups, while Figure
9 plots distributions by educational status. Both tell the same story: adults
in lower socioeconomic strata not only suffer shorter average life spans, My,
they also endure greater variability, S;y. The gap in average life span between
individuals in the first income quintile and those in the top four-fifths is
5.5 years, while the difference in standard deviations is nearly 2.5 years.
Similarly, high school graduates live an average of 5 years longer than their
less educated counterparts, while enjoying a standard deviation that is 2
years lower.
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These findings are significant in several regards. Historically, distributions
of ages at death became strongly leptokurtic, or sharply peaked and fat-
tailed, in advanced countries after the mortality transition.!* Figures 8 and 9
reveal why this might be so. If population subgroups have different variances,
then the overall distribution will exhibit heteroscedasticity, or fat tails.

Secondly, the discovery of heterogeneous life span variances among sub-
groups calls into question how we typically model mortality. The usual as-
sumption of proportional hazards in a Gompertz-style model of age-specific
mortality rates, such as in a Cox regression, is inconsistent with different
subgroup variances. To see why, consider log mortality rates that differ by a
constant between groups. That specification is equivalent to simply rescal-
ing age by a constant. An additive shift in the distribution of deaths by age
changes only the mean and not the variance nor any other centered moments.
Researchers who model mortality may want to consider whether variance is
an important dynamic before imposing the assumption of proportional haz-
ards. Proportional hazards cannot capture the dynamics of variance. We
discuss the possible implications of life span variance for individuals, mar-
kets, and governments in the next section.

Finally, although socioeconomic differences in Sy are illuminating, our
findings suggest that high Sy in the U.S. is not solely due to socioeconomic
inequality. The text in Figure 8 shows that when the bottom income quintile
is removed, Sy falls to 14.4. Based on Figure 5, this is a drop of 1 year in
aggregate Sig, or about as large an effect as is gained by restricting to females
only. Even without controlling for socioeconomic inequality in countries other
than the U.S., which would surely lower the relevant baselines, this is still a
relatively high level of S1g. Similarly, Figure 9 suggests that even if everyone
in the U.S. had a high school diploma, S;y would remain fairly high. Neither
income nor education alone seems to explain U.S. exceptionalism.

S1p and aggregate socioeconomic inequality

Although the paucity of large longitudinal datasets severely limits our ability
to control for socioeconomic inequality in a panel of countries, we can instead
examine how aggregate measures of inequality correlate with S;5. We recog-
nize that there are limitations of such aggregate comparisons, however, and
we will focus on relative temporal trends in order to reduce the contaminat-
ing effects of unobserved variables.!> At a minimum, the comparison can tell
us whether Sy is a unique measure of aggregate inequality.
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We combine aggregate income inequality statistics from two sources: for
six of the countries, we use the high-quality Luxembourg Income Study (LIS)
Microdatabase (2003); for Japan, we must use the Deininger-Squire (1996)
dataset. Since incomes tend to grow multiplicatively, we use the Gini coef-
ficient rather than the standard deviation to measure income inequality, a
standard technique.'® Thomas, Wang and Fan (2000) provide Gini coeffi-
cients of educational attainment over time in five of the seven countries we
consider in detail.

Figure 10 plots Sy against the Gini coefficient of household income for our
seven countries since roughly 1970. Each country’s data points are connected
through time with starting and ending points labeled chronologically. Since
there could very well be country fixed effects at work, we believe the temporal
variation, or the slope of the lines, is more informative than the cross-sectional
variation, the scattering of the points. Indeed, if one were to ignore the lines
and focus on the scattered cloud of points, one might assert, mistakenly in
our view, that there is an upward sloping, positive relationship between S
and aggregate income inequality. But except in the case of France, where
there is little change in either variable between 1979 and 1994, and possibly
Canada, which does seem circuitously to follow an upward sloping path,
temporal trends largely refute this view. Income inequality has generally
increased while S1g has either remained level, seen most distinctly in the case
of the UK, or declined. These longitudinal patterns provide no support for
the notion that S;o merely reflects aggregate income inequality.!”

Shifting our focus to inequality in education provides an even more dra-
matic exposition. Although we lose the UK and Sweden due to lack of data
coverage, we discover an even more convoluted relationship between Sy and
Ginis of educational attainment between 1960 and 1990, as revealed in Figure
11. First of all, the cross-sectional variation suggests no clear relationship at
all. Even excluding the U.S., a clear outlier with very high S;o and very low
educational inequality, observations are arrayed in a cloud. Secondly, trends
over time follow completely opposite paths. Japan and Denmark move in
opposite North-South directions, while the U.S. and France move in opposite
East-West directions. Motion in all four directions is represented, along with
counter-clockwise spiralling on the part of Canada. It is clear that aggregate
inequality in educational attainment has no link at all to life span inequality.

To be sure, we could also chart eg against income or education and prob-
ably uncover similar unexplained trends in life expectancy. We could also
examine eg relative to income inequality and find trends that contravene
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prevailing wisdom (Deaton, 2002). Our point here is merely that S;o is an-
other aggregate indicator of well-being that is basically orthogonal to other
well-known measures. In particular, S;p measures an aggregate inequality
that is not measured by income or educational inequality.

Summary: a unique and revealing measure of inequality

We have seen how our preferred measure of variance in the adult age at death,
S10, is indeed related to all of the usual covariates of mortality. External
causes of mortality directly account for some of S;y and appear to amplify
temporal fluctuations; males experience higher variance as well as lower mean
life spans; African Americans appear to suffer permanently higher variance
than white Americans; and less-educated and poorer individuals experience
higher variances in addition to lower means. Although Siq clearly reflects
known influences on mortality, we believe it is an important, new indicator
for four reasons.

First, it is a convenient measure of a key aggregate health inequality. It
neatly complements life expectancy, which is widely interpreted as average
population health. Sy falls directly from our decomposition of the Kullback-
Leibler divergence in mortality schedules, and it is a more intuitive concept
than alternative measures of variability in life spans, while remaining quali-
tatively similar. It places an upper bound on the combined effects of within
and between-group inequality on overall life span inequality. Sy also reveals
progress toward reducing aggregate health inequality within a country, and
it facilitates international comparisons.

Second, Sip is a unique measure of aggregate inequality. It has not simply
followed trends over time in either income or educational inequality, and it
does not reflect cross-sectional differences in either of those more commonly
referenced indicators.

Third, it appears to reveal fundamental differences in levels and trends
of health inequality across similar low-mortality economies. While socioeco-
nomic status and other mortality influences can explain part of S;g, we have
shown that they do not explain enough of it to eliminate exceptionally high
S1p in the U.S., which is the most obvious pattern that emerges. We have
also shown that other important findings, such as consistently high variance
in France, increasing variance in Denmark, or sharply decreasing variance
in Canada after 1980, cannot be trivially explained. What we can loosely
term “background” variance or uncertainty in life span appears to vary across
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advanced countries in ways that we do not yet understand.

Fourth, Sig reveals a new concept of differential mortality at the indi-
vidual level that is not usually captured by traditional modeling techniques
and that may be very meaningful. Cox proportional hazards may correctly
fit differences in mean ages at death, but they cannot capture differences in
variances, which are significant.

Inequality in life span is arguably the most fundamental inequality there
is among human populations. But how important is S;o for other things that
we care about? In the next section, we discuss a wide range of implications,
ranging from insights into aggregate trends to understanding individual be-
havior.

Implications of S

Mortality convergence and forecasting

We began this paper with a discussion of the role that variance plays in
international mortality convergence. Our findings deserve repeated emphasis
because they contrast with those of researchers who have examined trends
in eg.

In expanding the focus to variances in the age at death in addition to
means, we facilitate a meaningful yet parsimonious decomposition of mortal-
ity convergence through the Kullback-Leibler divergence. This decomposi-
tion shows that while averages have indeed steadily converged, substantially
different variances are driving international mortality differentials. When
viewed in this way, the evidence is much less supportive of convergence to-
ward a single mortality schedule.

The implications for forecasting are clear. Projection models must ac-
count for trends in the variance or risk incorrectly forecasting a crucial as-
pect of mortality that affects convergence. Simple models based on trends
in life expectancy will obviously miss trends in variance and thus overstate
future mortality convergence, but less clear is how traditional models that
are in wide use today implicitly treat variance. In a future study, we plan to
formally assess the structure and predictions of common mortality models in
this regard.
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Working, saving, and investing

Modern theories of economic behavior over the life cycle derive from the
insights of Modigliani and Brumberg (1954), who posited that individuals
rationally plan for key life events and presented evidence that they do. Life-
cycle saving is what economists call accumulating just enough assets while
working to finance retirement until death. While the simplest version of this
theory is not the whole story, its basic approach remains a cornerstone of
economic theory (Browning and Crossley, 2001; Dynan, Skinner and Zeldes,
2002). Thus at the individual level, we expect the length of life to be a key
parameter in many decisions, although we acknowledge that some individuals
may not engage in this type of forward-looking behavior.

By definition, the average length of life should have the largest impact on
economic behavior. It is theoretically conceivable that higher moments might
have no impact on decision making under certain circumstances. If individ-
uals do not care about risk or are somehow able to pool it effectively, higher
moments may not matter. Both possibilities seem unlikely. It is also reason-
able to ask whether individuals are even aware of uncertainty surrounding
the age at death. Although there clearly is heterogeneity in perceptions, we
know that individuals tend to gauge their survivorship probabilities quite
well on average (Hurd and McGarry, 1995, 2002). Thus while they may not
understand the concept of variance as well as a statistician might, they do
appear to have a fundamental grasp of the uncertainty.

We have seen that entire populations, as well as subgroups within those
populations, uniformly face life span risk, which suggests that at least some
component is not diversifiable. Government policies and markets help to
distribute risk, and we will discuss them shortly, but for now we focus on
how variance in life span may affect individual choices and well-being in
several key dimensions. First, although basic schooling is compulsory in
many countries, people still choose exactly how much education to acquire.
Later in life, they also choose whether to continue working or retire. And as
suggested by basic life-cycle theory, individuals must also choose how much
to consume versus save over their life spans.

It is worth reemphasizing that the direction of causality between mortality
and socioeconomic status is complicated (Smith, 1999; Deaton, 2003) and
remains a topic of much research and active interest (Adams et al., 2003;
Smith, 2003). With multiple pathways running in either direction, there is
no simple answer to the question of whether health causes SES or SES causes
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health. As we remarked earlier, evidence suggests that causality may even
change direction during the life cycle, perhaps several times. Thus while we
are accustomed to thinking that education, income, and wealth cause health
outcomes, the interplay between these variables is more complex. There
clearly is much to be gained by more work in this area. In this section, our
goal is to discuss ongoing efforts that explore the economic implications and
sources of life span uncertainty, rather than to advance a particular view of
health-SES causality.

If individuals or their parents perceive that the life spans of their children
are risky, they may be reluctant to invest in education. One way to see this
is by the argument that education is a costly, irreversible, and non-tradeable
investment. Individuals who perceive much life span risk may prefer the
greater relative certainty of consumption to the uncertainty of investment
in human capital. Another perspective, offered by Kalemli-Ozcan (2002), is
in terms of the quantity-quality theory of childbearing. If parents are risk
averse in their preferences for surviving children, then a decline in the uncer-
tainty regarding their children’s survival may decrease the number of children
desired. When planning to have fewer children, parents can invest more in
each one’s education. In developed countries, of course, mortality tends to
be low past infancy, which dilutes the salience of this point somewhat. But
we know that mortality due to external causes is high among adolescents
and early adults in some groups in the U.S. Our finding of higher S;y among
those groups, who also typically have less education, is consistent with this
story.

Many people work in order to finance retirement. Among other things,
the enjoyment of retirement years depends on savings accumulated while
working and being alive to enjoy them, ignoring bequests for now. Individ-
uals who view retirement years as the reward for working may retire earlier
when life spans are more uncertain, if they are unwilling to face the possi-
bility of an abbreviated retirement. Defined benefit pension programs like
Social Security, which lessen the financial risks associated with living too
long, would increase this possibility. On the other hand, life span risk may
reflect risks to health, which in turn may represent considerable financial
risks. People who perceive significant health risks may choose to work longer
in order to accumulate precautionary savings. The net impact of life span
uncertainty on retirement decisions is theoretically unclear. Kalemli-Ozcan
and Weil (2002) find that trends toward earlier retirement in the U.S. during
the 20th century may be attributable to stagnation in the standard deviation
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of the age at death.

Saving is an integral part of individual behavior over the life cycle, be-
cause it represents the transfer of resources from the present into the future.
When the length of life becomes more or less uncertain, what happens to
saving? Surprisingly little research has addressed this question directly, al-
though there is much interest in life cycle saving in general. Normally, saving
increases when individuals perceive increased risks to their income or to their
health (Dynan, Skinner and Zeldes, 2002). But life span risk is different. Peo-
ple value leaving bequests, but it is not clear that they would save more if
the chance of dying young rose along with the chance of dying old. Much
work remains to be done in understanding saving behavior under conditions
of life span uncertainty.

Markets for insurance and annuities

For markets to function efficiently, buyers and sellers need good information
about what they are exchanging. In the cases of life and health insurance and
annuities, it is likely that the buyers know something that the sellers of such
policies do not. Individuals know their own family histories and behaviors
much better than others do, so they probably have private information about
how healthy they are and how long they are likely to live.'® If sellers are
uncertain how long prospective buyers will live, they will price their policies
higher than what the average buyer would pay, so as not to lose money if
their policies are purchased only by long-lived individuals.

It is easy to see how high S;yp may thus be extremely detrimental for pri-
vate markets for insurance and annuities. We have shown how much of Sy in
the U.S. is within-group variance. Under such circumstances, sellers cannot
use group identities to differentiate between types of buyers and decrease
their exposure to risk. One solution to this problem is to require all indi-
viduals to purchase insurance and annuities, perhaps through taxation and
public provision. This is commonly done in advanced economies, of course,
and we next discuss the implications of Sy for such arrangements.

Public old-age support

Social Security and other public old-age support programs effectively operate
as insurance against living too long. Since they are funded by payroll taxes,
such programs redistribute risk away from the elderly and toward workers.
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Are there costs associated with these benefits that might be affected by the
amount of life span variation?

Intuitively, variance in inputs matters for outcomes that are nonlinear
functions of their inputs, by Jensen’s Inequality. In the case of life span and
Social Security, the relevant question is whether the total present value of
lifetime benefits paid is a nonlinear function of life span. In one way, lifetime
benefits are actually a decreasing function of life span. Since benefits increase
only with inflation through cost of living adjustments and not interest rates,
the present discounted value of a retiree’s benefits is a decreasing function of
time and thus of life span. Through this effect, increased variance is actually
good for program finances and bad for pensioners. But survivor benefits
clearly increase the costs of life span variance. When pensioners die early,
they typically have young survivors, who collect many benefits, although at
a reduced rate than the decedent had. The costs generated by retirees who
die late are not fully offset by reduced costs for those who die early. An
additional strain on the system is created by the between-group variance
component of Sig. Low-income workers who contributed less to the system
will die earlier than high-income workers, so longer-lived individuals will also
draw larger pensions. As low-income pensioners die off at faster rates during
the aging of each cohort, average benefits rise and raise program costs.

Conclusion

We began this paper by evaluating mortality convergence across industri-
alized countries since the Second World War. In our view, comparing full
distributions of ages at death across countries is a natural extension to com-
paring life expectancies alone. We argue that it is more meaningful for as-
sessing the true extent of convergence and for predicting future trends. But
our findings not only bear important implications for how we perceive mor-
tality convergence, they also offer new insights into relative well-being along
the most critical dimension, that of life span.

Convergence in life expectancy has indeed been strong during the past 50
years. But once entire distributions of ages at death are considered, rather
than just their means, key differences appear. Convergence in infant mortal-
ity, while perhaps not absolute, is strong enough to swamp estimates of life
span variance that do not condition on early survival. Our preferred measure
of variance, Sy, the standard deviation of life span above age 10, reveals stark
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differences in levels and trends in adult variance among advanced countries
since 1960. In some countries, variances have actually become more impor-
tant than means in explaining overall mortality convergence.

In a sense, achieving “best practices” mortality increasingly means reduc-
ing inequalities as opposed to pushing the frontier. It is true that declines in
S1p among industrialized countries have uniformly slowed since about 1950,
even while increases in mean ages at death continue in dramatic fashion.
But the postwar experiences of Canada and Japan demonstrate that high
variance need not be a permanent condition, and that large improvements
are possible. Deterioration in Denmark’s variance is a reminder of the other,
more ominous possibility.

We have shown that while Sy reflects a variety of underlying, well-known
influences on mortality, it appears to be a unique measure of a key component
of human well-being. It is a composite measure of between and within-group
inequality in life span that is not closely correlated with aggregate income or
educational inequality. When we decomposed S;y using microdata from the
National Longitudinal Mortality Study, we found that residual within-group
inequality, or what we might term as “background” inequality or uncertainty,
remained extremely important. While lower socioeconomic strata are ex-
posed to greater life span variance as well as to shorter average life spans,
higher strata in the U.S. still suffer high S;g relative to average citizens of
other advanced countries. The sources of differential background inequality
in life spans between nations remain unclear and await further research.

Finally, we have discussed the implications of our findings beyond mortal-
ity convergence and inequality in well-being. It is likely that life span variance
or uncertainty, whether associated with socioeconomic status or representing
background risk, is important for economic decisions made by individuals,
for the efficient functioning of private insurance markets, and for government
funding of old-age support programs. In this paper, we have merely outlined
the relevant mechanisms that imply key roles for variance. Theoretical as
well as empirical explorations of the various causal pathways are important
directions for future efforts to take. We believe that achieving a deeper un-
derstanding of the impacts as well as of the sources of adult life span variance
are important new frontiers in social science.
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Notes

! An alternative is to compare schedules of age-specific mortality rates across countries.
In principle, mortality comparisons contain the same information as comparisons of the
distribution of age at death. In practice, the age pattern of mortality hazards is not easy
to interpret (Aalen and Gjessing, 2001), and for individuals the age at death is arguably
more meaningful than age-specific probabilities of death.

2Given two distributions with densities p;(z) and po(z), the Kullback and Leibler
(1951) measure of the divergence of py from the baseline, py, is given by KLD(p1,p2) =
I pi(x)log (p1(x)/pa()) da.

3 Roberts and Penny (2002) show that when p; and py are normal densities, the KLD
reduces to K (p1,p2) = log (02/01) + 03/ (203) — 1/2 + (111 — p2)* / (203).

4We also examined trends in the KLD measured contemporaneously, relative either
to Sweden in each year, or to the life expectancy or life span variance leader in each
year. Some qualitative results change drastically when such measures are used, since as
remarked they do not capture temporal change in mortality. But the key insight of this
section, namely that life span variance is of increasing importance in explaining lingering
divergence, remains unaltered.

>The KLD approximation described in note 3 reduces to KLD = (u1 — 12)?/392 when
01 = o9 = 14, which is roughly the postwar average of Sig in our sample. Thus if the
difference in mean ages at death falls by 1 percent, the KLD falls by approximately 2
percent.

SHere, as in the rest of the paper, we focus on Canada, Denmark, France, the United
Kingdom, Japan, Sweden, and the United States. In an earlier version of this paper, we
also examined Austria, Switzerland, Finland, (Western) Germany, Italy, the Netherlands,
and Norway. We exclude the latter seven and focus on the first set for clarity of exposition,
since the latter set does not contain any unique cases. Results for all 14 countries, chosen
because they are high-income countries for whom the Human Mortality Database contains
high-quality life tables, are available upon request from the authors.

"We calculated S1, S5, and Sip and found that each was significantly different from Sy
and not very different from each other. It is possible to condition on reaching any age,
of course, but intertemporal comparisons of a quantity like Sg5 are not as straightforward
nor as meaningful as one might think. Trends in Sgs over time tend to be dominated by
the rightward march in densities associated with rapid advances in life expectancy. This
continually introduces new and large probability weights at age 65 that were previously
assigned to ages 64, 63, and so on, and were thus not included in Sg5. This dynamic tends
to inflate Sgs signficantly over time, obscuring true changes in the width of the old-age
hump. As long as the truncation age z is chosen so that densities in the neighborhood of
x remain small during the entire period, S, will be an unbiased measure of the width of
the old-age hump.

8Separate trends in sex-specific Sjo are very similar to the trend for both sexes com-
bined. Record-low Sy has also followed a similar historical path.

9For the sake of brevity, we omit graphical depictions of these and other results. They
are available from the authors upon request.

10 Although measures of variance in the age at death are relatively robust to the choice of
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age aggregation, we prefer to use single years of age. The primary impediment to accurate
measurement is top-coded ages past 85, which as shown in Figure 1, is near the mode
age at death for advanced countries. We therefore use WHO data to identify the share of
deaths by 5-year age group attributable to external causes, and then we apply that share
to HMD data by single years of age. Since external-cause mortality primarily impacts
younger age groups, the effect of age top-coding in the WHO data is minimal.

UElo (2001) and others have shown that African American mortality rates may be
mismeasured either because births are underregistered or ages are mispreported. We con-
structed alternative measures of S1(¢ using Elo’s corrected life tables for African Americans
and found few important differences relative to the BMD measures.

12Infant mortality rates do appear to be positively related to aggregate income inequality
Hales et al. (1999); Lynch et al. (2001). This suggests that mortality among other age
groups with high dependency, such as the very old, might also be affected by income
inequality.

13The public-use datafile does not specify exactly when individuals were interviewed for
purposes of confidentiality, so the temporal precision of any mortality estimate is limited.

14We found this pattern (not depicted) when examining historical life tables provided
by the Human Mortality Database (2004). Prior to 1900, distributions of adult ages at
death were actually platykurtic, or flat-topped. An example of a platykurtic distribution
is one that is uniform. Such trends in kurtosis seem to be consistent with the effects of
an epidemiological transition away from infectious disease and toward noncommunicable
causes.

15 Aggregate cross-sectional variation, while informative in a descriptive sense, may not
be very meaningful in any structural sense. That is, there are many reasons why we
might expect different countries to experience socioeconomic inequality and S1¢ in different
proportions. Chief among them are the stark differences in health care delivery systems
and insurance coverage across countries. Examining trends in socioeconomic inequality
and S1p over time helps us in this regard, but only if institutions and other factors are
either fixed or changing in the same way across all countries. We are therefore cautious in
interpreting what results we may find from aggregate data.

16Since the Second World War, distributions of ages at death have shifted additively,
as partially evidenced by linear increases in eg White (2002); Oeppen and Vaupel (2002).
This justifies our use of the standard deviation to measure inequality in ages at death.
In contrast, Shkolnikov, Andreev and Begun (2003) propose Gini coefficients based on
the distribution of ages at death. Their qualitative results, along with those of Wilmoth
and Horiuchi (1999), who compared many competing measures of variance, suggest to us
that our choice of the standard deviation rather than a Gini is perfectly reasonable. A
standard deviation of adult ages at death may in fact be conceptually preferable. It is
more intuitive than the Gini, and it complements thinking about the mean age at death.
In any event, since there have been additive rather than log-additive changes over time in
the distribution of ages at death, Sy is an appropriate measure of dispersion.

1"Long-term historical trends in income inequality (not depicted) provide some addi-
tional support for this view. While Sy began to decline around 1875, as shown in Figure
6, income inequality within industrialized countries remained high into the 20th century
and did not begin to fall until the rise of the modern welfare state during the interwar
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period (Lindert, 2000; Bourguignon, 2002).

18Tn fact, preserving such information asymmetries under privacy laws is a central part
of public policy in most advanced countries. In insurance markets, individuals may also
unconsciously act as if they knew they had private information when they do not think
they do. If an individual is risk averse, she may not only desire more insurance, but also
end up living longer if risky behavior is detrimental to health.
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Figure 1: Distributions of ages at death in Sweden and the U.S., 1999
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Notes: Data are the ,d, densities from life tables for both sexes

combined provided by the Human Mortality Database.
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Figure 2: Convergence in 7 adult age-at-death distributions since 1960
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for a particular country between its age-at-death distribution for
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The KLD is described in note 2. Life tables are provided by the
Human Mortality Database; age is top-coded at 100.
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Figure 3: Convergence in adult age-at-death distributions decomposed into
contributions from means and variances
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Notes: Data are provided by the Human Mortality Database. Each solid line
shows an approximate Kullback-Leibler divergence (KLD) for the country shown
in the panel between its age-at-death distribution above age 10 over time and that
of Sweden in 2002. The KLD approximation is based only on means and variances
and is described in note 3. Each dashed line shows the component of the KLD
approximation attributable to differences in the means, i.e. when the variances
are equal. Each dotted line shows the component attributable to differences in the

variances.
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Figure 4: Unconditional standard deviations in the age at death, Sy, among

7 high-income countries since 1960
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The weights are life table deaths, ,d,, for both sexes combined
from the Human Mortality Database.
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Figure 5: Conditional standard deviations in the age at death, Sip, among 7

high-income countries since 1960
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Figure 6: Record-low Sy among countries in the Human Mortality Database
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Figure 7: Standard deviations in the age at death conditional on reaching
age 10, Sqg, in the U.S. by race, in Canada, and in France
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10 for both sexes combined. The weights are life table deaths, ,d.,
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Density

Figure 8: Sqp by income group in the U.S. around 1981
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mean age at death above age 10, equal to e;g+ 10. Data have been

smoothed using a kernel density estimator.
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Density

Figure 9: Sq9 by educational group in the U.S. around 1981
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have been smoothed using a kernel density estimator.
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Figure 11: Educational inequality and variability in adult ages at death
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